1 Introduction

Viscous fluids are routinely transported in hydraulic pipes of a variety of sizes and shapes (Berger et al., 1983). For example, in oil service equipment, a control line is used for operating hydraulic elements in the down hole assembly; a chemical injection line is used for delivering chemicals into the designated location in the oil well for chemical treatment. Hydraulic pipes can also be used to implement optic fibre in a Distributed Temperature Sensing (DTS) system by pumping fluid to carry the fibre into a pipe in the oil well, so that a continuous monitoring of temperature profile in the oil well is possible. Indeed, the circular Poiseuille flow in a straight pipe represents the best-known solution in fluid mechanics. For flow Reynolds numbers less than about 2000, a steady laminar flow in a straight circular pipe has the well-known parabolic velocity profile, and in this simplest case the fluid inertial force is identically zero. More frequently, however, hydraulic pipes may be designed into different geometries, to accommodate for different applications. For example, the pipe may be shaped into a spiral, in order to compensate for extension and rotation of the equipment. In these applications, especially in the optic fibre application, the geometry with curvature of the hydraulic pipe significantly affects the performance of the system. Curved tubes are also encountered in biological systems (Pedley, 1980).

The presence of pipe axis curvature has two immediate effects on the flow characteristics. First, the flow is no longer unidirectional so the fluid inertial force must be
considered. Second, geometric curvature along the flow direction can lead to secondary flow such as Görtler vortices (Saric, 1994), even at low flow Reynolds numbers. These have long been realised in previous studies of steady and oscillatory flow in curved pipes or tubes, using a variety of analytical, numerical and experimental techniques (Berger et al., 1983; Pedley, 1980). Most previous studies, however, considered flow in curved pipes with a uniform axial curvature, such as helically-coiled tubes and toroidal tubes, and assumed that the curvature ratio, namely, the ratio of the pipe radius to the radius of curvature of the pipe axis, is small. Related studies of curved geometry include tube and channel bends (Pruvost et al., 2004; Schonfeld and Hardt, 2004). These studies showed a complex dependence of secondary flow on the curvature parameter and increased mixing and heat transfer compared to that of straight pipe (Berger et al., 1983; Kumar et al., 2006; Sharp et al., 1991).

In this paper, we are aimed at developing a general computational method for simulating flow in a curved pipe, with arbitrary non-uniform curvature and flow Reynolds numbers. As a first step to better understand the geometric effect of hydraulic pipes on the related processes, we consider viscous flows in a wavy pipe where the axis of the pipe is sinusoidal in shape. In the case of wavy pipes, the axis curvature is not uniform; an analytical solution is no longer feasible. The flow geometry is no longer simple for numerical solutions of the Navier–Stokes equation. To the authors’ knowledge, no direct numerical simulations of three-dimensional viscous flow in a wavy pipe have been attempted previously, although some related numerical studies have been conducted for viscous flows in a straight pipe with varying cross-sectional area, e.g., see Mahmud et al. (2001). We are also unaware of any systematic experimental studies on viscous flows in a wavy pipe. A direct simulation of the flow inside a wavy pipe provides a logical first step in addressing the pipe geometric effect on the Fibre-In-Liquid (FIL) flow for the optic fibre pumping process. The three-dimensional nature of viscous flow in a wavy pipe also implies enhanced mixing and heat transfer, relative to that of a straight pipe, making an in-depth understanding of such flow highly desirable.

This paper addresses mainly direct numerical simulation of three-dimensional viscous flow in a wavy pipe. The numerical simulation is accomplished by employing a mesoscopic computational approach known as the lattice Boltzmann method (LBM). The LBM approach is based on a kinetic formulation and could have certain advantages over the traditional Navier–Stokes based Computational Fluid Dynamics (CFD) (Chen and Doolen, 1998; Qian et al., 1992). The basic idea of LBM is to use a mesoscopic model based on the Boltzmann equation, but retaining the simplest discretised version just sufficient to reproduce the macroscopic Navier–Stokes equation. There are two drawbacks of LBM, when compared with Navier–Stokes based CFD: the first is that a larger number of variables (typically 15 or 19 particle distributions at a given lattice point in 3D) need to be solved; the second is a relative lack of experience by the general fluid mechanics community in understanding the accuracy and reliability of the approach and related implementation issues. However, these drawbacks are outweighed by its tremendous computational advantages including:

- quasi-linear nature of the lattice Boltzmann equation
- ease of imposing no-slip boundary conditions on walls in complex geometry
- straightforward coding and parallelisation
- flexibilities in incorporating interfacial physics in multiphase flows.

For these reasons, LBM models capable of addressing thermal flows, flows through porous media, multiphase flows, electro-osmotic flows, and contact line, etc., have been proposed in recent years. Two international meetings are currently being held annually with a focus on LBM-related methods and their applications to engineering and industrial problems. In this work, we exploit these advantages particularly the ease of imposing boundary conditions on the wavy pipe wall. The current study builds on our related experience in solving viscous flows in complex geometries, using LBM, as documented in Wang and Afsharpooya (2006) and Gao et al. (2007).

As the first step, we focus our attention on three-dimensional, steady laminar flow in a wavy pipe. The methodology for simulating the flow will be described in some detail, followed by both qualitative and quantitative descriptions of the simulated flows in a wavy pipe. The flow Reynolds numbers treated in this paper are somewhat below these actually encountered in the optic fibre application. The path forward to extending the present work to turbulent flows in a wavy pipe will be briefly discussed in the Summary section.

2 Methodology

2.1 Construction of wavy pipe and fluid lattice nodes

Consider a three-dimensional viscous flow in a wavy pipe as shown in Figure 1. The flow is driven by a constant pressure gradient or a body force in the y direction. Initially the flow is at rest. The flow is solved until a steady-state condition is reached. In this study, the geometry of the pipe is set up by first defining a sinusoidal axis representing the centre line of the wavy pipe. The flow is directed mainly in the y direction. The axis of the pipe is aligned in the x–y plane. The surface of the wavy pipe is formed by a series of circles of radius R with centre located on the axis, oriented normal to the local tangential direction of the axis (Figure 1(a)). For simplicity of implementing the periodic boundary condition in the flow direction, the portion of the axis defined as

\[ x = A_c \cos \left( \frac{2\pi y}{L} \right), \quad z = 0, \quad \text{for} \quad 0 \leq y \leq L \]  

(1)
is used to define the computational domain. The wavy pipe is then completely specified by the three parameters $A_0$, $R$, and $L$. Or, alternatively by three parameters:

- the pipe radius $R$
- the offset ratio $A_0/R$
- the normalised wavelength $L/R$.

The wavy pipe reduces to a straight pipe if $A_0/R \to 0$.

**Figure 1** Construction of the wavy pipe: (a) sketch to illustrate how the wavy pipe is constructed and (b) a periodic region used for flow simulation

A computational domain with uniform mesh (or lattice nodes) is introduced to cover the region of $-R < x \leq R + A_0$, $0 \leq y \leq L$, and $-R \leq z \leq R$. To define the fluid flow domain, two aspects have to be specified:

- all the fluid nodes within the wavy pipe
- all the lattice links cutting through the wavy tube wall starting from a fluid node inside the wavy pipe.

These are accomplished by first associating a lattice node at $(x_n, y_n, z_n)$ in the normal plane at $y = y_c$. A local coordinate transformation is used to transform the original node location $(x, y, z)$ to a location $(x_n, y_n, z_n)$ in the normal plane at $y = y_c$, as follows:

$$x_n = (x - x_c) \cos \theta - (y - y_c) \sin \theta, \quad (2)$$

$$0 = (x - x_c) \sin \theta + (y - y_c) \cos \theta, \quad (3)$$

$$z_n = z; \quad (4)$$

where $y_n$ is zero as the $y_n$ axis is aligned with the normal plane. The angle $\theta$ is defined as

$$\tan \theta = \frac{dx}{dy} \bigg|_{y=y_c} = -A_0 \frac{2\pi}{L} \sin \left(\frac{2\pi y_c}{L}\right). \quad (5)$$

Combining the above geometric relations lead to the following non-linear algebraic equation for the axis location of the normal plane in terms of $x$ and $y$,

$$y_c^{(k+1)} = y - A_0 \frac{2\pi}{L} \sin \left(\frac{2\pi y_c^{(k)}}{L}\right) x - A_0 \cos \left(\frac{2\pi y_c^{(k)}}{L}\right), \quad (6)$$

which is solved by numerical iteration starting from $y_c^{(0)} = y$, until the condition $|y_c^{(k+1)} - y_c^{(k)}| / L \leq 0.00001$ is reached. Once $y_c$ is found, $x_n$ is calculated from equation (2) above.

The above procedure thus transforms the node location from $(x, y, z)$ to $(x_n, y_n, z_n)$ for each node. A node is classified as a fluid node if $x_n^2 + z_n^2 < R^2$, consistent with the method for constructing the wavy tube. The lattice population functions are only solved for these fluid nodes.

### 2.2 The lattice Boltzmann approach

The LBM originated from Lattice Gas (LG) automata (or, Cellular Automata (CA)), dynamical models with fully discrete particles, space and time. Discrete velocity spaces had been used for some time to study shocks (Broadwell, 1964; Inamuro and Sturtevant, 1990) and fluid transport (Hardy et al., 1976). However the seminal realisation (Frisch et al., 1986; Wolfram, 1986; d’Humières et al., 1986) of the importance of lattice symmetry set the stage for recovery of the Navier–Stokes equation for such models, and for development of physical LG/CA models in general.

The LG automation is a fictitious molecular dynamics, fully discrete in space, time and particle velocity. Particles reside on lattice nodes, specified by $M$ lattice separation vectors $\{\vec{e}_i\}$, $i = 0, 1, \ldots, M$ (including, possibly, the null vector), which also represent particle velocities. A set of Boolean or integer occupation number $\{n_i(x, t)\}$, $i = 0, 1, \ldots, M$ fully specify the state of the system. The LG evolves according to $n_i(x, t + 1) = n_i(x, t) + \Omega_t(n(x, t))$ ($i = 1, 2, \ldots, M$) in two sequential substeps: streaming (particles of type $i$ move to the nearest node in the $\vec{e}_i$ direction); and collision, denoted by $\Omega$ (particle velocities change according to scattering rules). The physical content is determined by the lattice, the velocity space, and the scattering rules which drive particles towards a local equilibrium.

The main feature of the LBM is to replace the particle occupation variables, $n_i$ (Boolean variables) by single-particle distribution functions $f_i = \langle n_i \rangle$ and neglect particle-particle correlations in the kinetic equations (McNamara and Zanetti, 1988), where $\langle \rangle$ denotes an ensemble average. This procedure eliminates statistical
noise in the LG, while retaining advantages of locality which are essential to parallelism.

In the LBM approach, the lattice-Boltzmann equation for the distribution function $f_i$ of the mesoscopic particle with velocity $\vec{e}_i$

\[ f_i(\vec{x} + \vec{e}_i, t + \delta t) - f_i(\vec{x}, t) = \frac{1}{\tau} \left[ f_i(\vec{x}, t) - f_i^{eq}(\vec{x}, t) \right] + \psi_i(\vec{x}, t) \tag{7} \]

is solved with a prescribed forcing field $\psi_i$ designed to model the driving pressure gradient or body force. In the above, the single timescale BGK collision operator (Bhatnagar et al., 1954; Chen et al., 1992; Qian et al., 1992) is adopted for its simplicity and computational efficiency.

In this work, $\psi_i$ is specified as $\psi_i = W_i \vec{e} \cdot \vec{F} / c_i^2$, where $\vec{F}$ is the macroscopic force per unit mass acting on the fluid. The D3Q19 model (Qian et al., 1992) is used with the particle velocities: $\vec{e}_0 = (0,0,0)$, $\vec{e}_1 = (\pm 1,0,0)$, $\vec{e}_4 = (0,\pm 1,0)$, $\vec{e}_6 = (0,0,\pm 1)$, $\vec{e}_{8,9,10} = (\pm 1,\pm 1,0)$, $\vec{e}_{11,12,13,14} = (\pm 1,0,\pm 1)$, and $\vec{e}_{15,16,17,18} = (0,\pm 1,\pm 1)$. The equilibrium distribution function is given as

\[ f_i^{eq}(\vec{x}, t) = W_i \left[ \rho_0 \delta \vec{u} \cdot \vec{e}_i + \rho_0 \vec{u} \cdot (\vec{e}_i \vec{e}_i - c_i^2 I) \right] / 2c_i^2 \tag{8} \]

where $W_i$ with $i = 0, 1, 2, ..., 18$ are the weights and are equal to 1/3, 1/18, and 1/36, respectively, for particle with speeds of 0, 1, and $\sqrt{2}$; the sound speed $c_i$ is $1/\sqrt{3}$, and $I = [\delta]_{ij}$ is the second-order identity tensor. The mean density $\rho_0$ is set to 1.0. The macroscopic hydrodynamic variables are computed as

\[ \rho = \sum f_i, \quad \rho_0 \vec{u} = \sum f_i \vec{e}_i, \quad p = \rho c_s^2, \tag{9} \]

where $\rho$, $\vec{u}$, and $p$ are the fluid density fluctuation (the local fluid density is $\rho_0 + \rho$), velocity, and pressure, respectively. The above form of the equilibrium distribution was suggested by He and Luo (1997a) to best model the incompressible Navier–Stokes equation governing the macroscopic variables $\vec{u}$ and $p$. The fluid kinematic viscosity is related to the relaxation time by $\nu = (\tau - 0.5)/3$.

The lattice Boltzmann equation can also be derived directly from the Boltzmann equation (He and Luo, 1997b), thus may be viewed as a minimal or optimal mesoscopic model for the macroscopic Navier–Stokes equation. Hou et al. (1995) provided a detailed derivation that shows how the Navier–Stokes equations can be recovered from the lattice Boltzmann equation by using the Chapman–Enskog expansion procedure of kinetic theory. They also explained how the equilibrium distribution is obtained to guarantee that the requirements of isotropy, Galilean-invariance, and velocity-independent pressure are satisfied. Unlike most CFD methods that are based on direct discretisations of the second-order non-linear Navier–Stokes equations, the Boltzmann equation is a first-order linear equation with local non-linearity in the collision term only. This gives LBM a great computational advantage. For further historical background and applications of LBM, the readers are referred to the review papers by Chen and Doolen (1998) and Yu et al. (2003).

In this study, a uniform lattice is used to cover the computational domain. The first and the last layers of lattice nodes in the $y$ direction are placed half-lattice unit away from inlet and outlet to facilitate the implementation of the periodic inlet-outlet boundary condition.

The key implementation issue here is the treatment of the no-slip boundary condition on the wavy wall surface. For each lattice node near the wavy wall, we identify all links moving into the wall and their relative boundary-cutting location, namely, the percentage ($\alpha$) of a link located inside the fluid region (e.g., see Lallemand and Luo, 2003). Since the wall is fixed, this information is pre-processed before the flow evolution and saved as one-dimensional arrays for memory efficiency. Before the streaming step, the missing populations are properly interpolated in terms of $\alpha$ and two populations lying before and after the path of the missing population (Yu et al., 2003; Lallemand and Luo, 2003). These are saved on auxiliary lattice nodes in buffer layers surrounding the fluid domain. For results in this paper, we used the first-order interpolation based on two known populations, and found that the results are quite similar to the second-order interpolation based on three nodes (Lallemand and Luo, 2003). All lattice nodes lying outside the wall surface (including the wall interface) are excluded from LBE evolution, and their velocities are simply set to zero. As a validation check, the total mass for the fluid nodes (excluding the fluid-solid interface nodes) is computed and found to remain as a constant as time is advanced.

We also implemented the generalised lattice Boltzmann equation or the Multiple-Relaxation-Time (MRT) model as presented in d’Humières et al. (2002) and Lallemand and Luo (2003). The MRT has been shown to improve numerical stability so flows at higher Reynolds numbers can be simulated. Most results presented here are based on the MRT collision model of d’Humières et al. (2002).

3 Results

3.1 Validation for transient flow in a straight pipe

To validate the three-dimensional LBM code, we first simulate a transient flow in a straight pipe. The flow is assumed to be at rest at $t = 0$ and is driven by a constant pressure gradient (dp/dy = constant). The analytical solution for the time-dependent velocity profile can be written in terms of the Bessel function as (Brereton and Jiang, 2005).

\[ v(x,t) = -\frac{R^2}{4\mu} \frac{dp}{dy} \times \left[ 1 - \frac{R^2}{x^2} \sum_{n=1}^{\infty} \frac{8J_n(\alpha R)}{\lambda_n^2 J_1(\lambda_n)} \exp \left( -\lambda_n^2 \frac{t}{R^2} \right) \right], \tag{10} \]
where $J_i$ is the Bessel function of the first kind, $\lambda_n$ are roots of $J_0$, and $\mu = \rho_0 v$ is the fluid viscosity. Figure 2 compares the axial velocity distribution obtained from LBM with the analytical solution at four different times. The steady-state centreline velocity $V_0 = -(R^2/4\mu)dp/dy$ is used to normalise the velocity. The radius of the pipe is set to 30 lattice units. The relaxation time is set to 1.0 giving a kinematic viscosity of 1/6. The steady-state centreline velocity is set to 0.1. Therefore, the flow Reynolds number based on the steady-state mean flow speed is 18. For each time in Figure 2, the streamwise velocities at all 2828 lattice points in the inlet plane are plotted (note that the cross-sectional area is $\pi R^2 = 2827.4$). The LBM data match quite precisely the analytical solution at all times.

**Figure 2** Comparison of LBE solution with analytical solution for a transient flow in a straight pipe. The normalised times from bottom to top are $\nu R^2 = 0.185, 0.370, 0.555, 0.740$, respectively. The plus symbols denote the LBM data and the dash lines show the analytical solution, equation (10). The top shows all fluid lattice points, while the bottom is an enlarged view near the wall.

Figure 3 compares the steady-state velocity distribution obtained at $\nu R^2 = 1.85$ with the analytical solution. Again, excellent agreement is observed. The results of the flow volumetric flux normalised by the cross-sectional area $A$ and the steady-state mean speed $0.5V_0$ are shown in Figure 4. Both the LBM and the theory show that the steady state is reached at $\nu R^2 = 0.8$. In the LBM calculation, a lattice node near the wall may have an effective cell area of less than 1.0 (in lattice unit) due to cutting of wall through a node cell; this effective area is processed by locally subdividing the node cell into $100 \times 100$ parts and then each part is checked relative to the wall surface. The LBM volumetric flux is then computed by summing the products of lattice-node axial velocity and the effective node area, over all fluid nodes at $y = 0$. The theoretical flux was computed through numerical integration of equation (10), by dividing the radial axis into 100 bins. Clearly, the flux is accurately predicted at all times in the transient development.

**Figure 3** Comparison of the velocity distribution at the steady state. The plus symbols denote the LBM data and the thin line shows the analytical solution.

**Figure 4** Normalised volumetric flux as a function of time for transient flow in a straight pipe.
The case study above is for a given flow Reynolds number (Re = 18). Several other flow Reynolds numbers (Re = 120 and Re = 400) were also simulated, yielding the same excellent agreement with the theoretical prediction. The above comparisons show that both local distributions and integral properties of the transient flow have been accurately reproduced by the LBM method.

3.2 Viscous flow in a wavy pipe

Next, we shall discuss results for a wavy pipe. For this preliminary study, we set the offset ratio \( A_0/R \) to 0.25 and the normalised wavelength \( L/R \) to 4. Results at three different flow Reynolds numbers are presented here. The parameters for these runs are listed in Table 1. The pressure gradient used to drive the flow is given as \( dp/dy = -4\mu V_0/R^2 \), thus \( V_0 \) corresponds to the steady-state centreline velocity or twice the mean flow speed if the pipe were assumed to be straight. Figure 5 plots the normalised flux as a function of the normalised time \( \nu t/R^2 \) during the transition from rest to the steady state. The solid line represents the results for the straight pipe (as the base case) which, with the non-dimensional variables used, is independent of the flow Reynolds numbers. For the case of wavy pipe, the normalised flux depends on flow Reynolds number. As the flow Reynolds number is increased, the ratio of the steady-state mean speed \( V_m \) to 0.5 \( V_0 \) is less than one, implying that, for a given pressure gradient, a lower flow rate can be transported through the wavy pipe, or equivalently implying a higher frictional coefficient. The relative reduction in flow rate increases with the flow Reynolds number. The resulting \( 2V_m/V_0 \) ratio at the steady state is listed in Table 1. We observe that the waviness causes a 58% reduction in flow rate at Re = 670.4, relative to the straight pipe flow. Second, the transition to steady state takes place much earlier as the flow Reynolds number is increased. This is expected as the waviness introduces a new mechanism for the lateral transport of momentum, in addition to the viscous transport in the case of a straight pipe.

Table 1 Parameter setting and flow characteristics in a wavy pipe. Note that all dimensional variables are shown in lattice units

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Straight pipe</th>
<th>Wavy pipe Re = 11.42</th>
<th>Wavy pipe Re = 101.7</th>
<th>Wavy pipe Re = 670.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>( \nu )</td>
<td>1/6</td>
<td>1/60</td>
<td>1/200</td>
<td></td>
</tr>
<tr>
<td>( V_0 )</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Time steps</td>
<td>4,000</td>
<td>30,000</td>
<td>80,000</td>
<td></td>
</tr>
<tr>
<td>( V_m/(0.5V_0) )</td>
<td>1.0</td>
<td>0.951</td>
<td>0.848</td>
<td>0.419</td>
</tr>
<tr>
<td>( u'/V_m )</td>
<td>0.0</td>
<td>0.0414</td>
<td>0.0407</td>
<td>0.0327</td>
</tr>
<tr>
<td>( v'/V_m )</td>
<td>0.0</td>
<td>0.106</td>
<td>0.212</td>
<td>0.921</td>
</tr>
<tr>
<td>( w'/V_m )</td>
<td>0.0</td>
<td>0.00747</td>
<td>0.00497</td>
<td>0.0151</td>
</tr>
</tbody>
</table>

The lateral transport can also be enhanced by secondary flows such as Görtler vortices resulting from an instability associated with the streamwise curvature. Even at low Reynolds number of Re = 12.42, the secondary vortices are clearly visible in Figure 6(b) and (c). Also shown in Figure 6(a) is the velocity field projected onto the symmetry plane. The \( y \)-component velocity profile is no long symmetric with respect to the pipe axis. At the inlet, the fluid moves in the positive \( x \) direction in the central region due to the curvature-induced inertial effect or the centrifugal effect, resulting in the secondary vortices shown in Figure 6(b). The secondary flow at \( y = 0.5L \) is exactly antisymmetric to that at \( y = 0 \), consistent with the geometric symmetry of the wavy pipe. The magnitude of the secondary flow velocity is roughly a factor 20 smaller than the streamwise flow velocity.

Figure 6 Velocity vector field for Re = 11.42: (a) \( x-y \) cut through the pipe symmetry plane; (b) \( z-x \) plane at \( y = 0 \) and (c) \( z-x \) plane at \( y = 0.5L \). The vector magnitude in \( z-x \) planes is magnified by a factor of 20 relative to the \( x-y \) view, in order to visualise the weak Görtler vortices.
Figure 6  Velocity vector field for Re = 11.42: (a) x–y cut through the pipe symmetry plane; (b) z–x plane at y = 0 and (c) z–x plane at y = 0.5 L. The vector magnitude in z–x planes is magnified by a factor of 20 relative to the x–y view, in order to visualise the weak Görtler vortices (continued)

For the range of flow Reynolds numbers considered here, the secondary flow in the x–z plane also undergoes a dramatic change. Figure 8 compares the secondary flow pattern at three flow Reynolds numbers. Only half of the cross section is shown in view of the geometric symmetry. At low Re, the primary Görtler vortices occupy a large region of the cross section, see Figure 8(a). This structure is very similar to that observed by Sharp et al. (1991) in an axially uniform toroidal tube at low flow Reynolds number. As Re becomes larger, the centres of vortices are shifted closer to the sidewalls in the z direction. At Re = 670.4, the secondary flow pattern is completely changed; the original large-scale vortices appear to be unstable and are replaced by several smaller vortices. Similar transitions to smaller vortices have previously been observed in uniform curved tubes and channels (Berger et al. 1983; Schonfeld and Hardt, 2004). The magnitude of the transverse flow is also increased and the flow becomes truly three-dimensional. This evolution into a more complex three-dimensional flow depends strongly on the flow Reynolds number and as well as the geometric parameters ($A_0/R$ and $L/R$).

Figure 7  Scatter plot of axial velocities at the inlet: (a) Re = 11.42 and (b) Re = 670.4. The line represents the parabolic velocity profile in a straight pipe

Figure 7 illustrates the complexity of the y-component velocity distribution at the inlet plane. The velocities no longer collapse onto the parabolic curve. There is a reduction of the flow velocity near the axis, but the maximum speed occurs off-centre. For the case of Re = 670.4, a reverse flow is observed in the region $0.6 < r/R < 1.0$, showing weak flow recirculations and flow separations in some regions near the outer bend of the wavy pipe. The streamwise velocity distribution deviates dramatically from the parabolic profile in a straight pipe as Re is increased.
As a quantitative measure of the deviation from the distribution in a straight pipe, we computed the mean square deviations of local velocity, at $y = 0$, from that in a straight pipe, as follows,

$$u'_i = \frac{1}{N} \sum_k (u_i^{(k)} - u_i^{(s)})^2$$  \hspace{1cm} (11)$$

where $u_i^{(k)}$ and $u_i^{(s)}$ are the velocity components for wavy pipe and straight pipe, respectively, at the same fluid lattice node $k$, and $N$ is the total number of lattice nodes in the inlet plane at $y = 0$. The results are shown as the last three rows in Table 1. The deviations in the $y$ direction increase monotonically with Re. In the other two directions, the deviations may not be monotonic, but at high enough flow Reynolds number, the secondary flow may exhibit an explosive growth which could lead to transition to a turbulent flow.

One implication of the three-dimensional flow features in a wavy pipe is the enhancement of lateral mixing. For a laminar flow in a straight pipe, fluid elements do not mix laterally. This is no longer the case in a wavy pipe due to the secondary flow. This is illustrated in Figure 9 where the evolution of 401 fluid particles is shown, demonstrating that the flow in a wavy pipe can stretch and distort material lines, causing enhanced lateral mixing of fluid elements over time.

**Figure 8** The secondary flow in the $x$–$z$ plane at the inlet: (a) $Re = 11.42$; (b) $Re = 101.7$ and (c) $Re = 670.4$

**Figure 9** The evolution of 401 fluid particles initially aligned along the axis in the $x$–$y$ plane but with $z = 0.25R$: (a) $\nu t/R^2 = 0$; (b) $\nu t/R^2 = 2.5$ and (c) $\nu t/R^2 = 10$. Only the steady-state flow field at $Re = 101.7$ was used to transport the fluid elements.
4 Summary

In this paper, we have demonstrated that the lattice Boltzmann approach can be used to simulate time-dependent viscous flows in a wavy pipe, using a fixed uniform mesh. The method for constructing a wavy pipe has been developed and related LBM implementation issues were discussed. A rigorous validation of the LBM approach was conducted for a transient flow in a straight circular pipe by comparing with available theoretical predictions. The straight pipe also served as a base case with which the wavy pipe results could be compared.

Unlike viscous flow in a straight pipe where certain features of the flow are independent of the flow Reynolds number, the effects of inertial force and secondary flows in a wavy pipe bring non-linear dependence of the flow characteristics on the flow Reynolds number. For example, the normalised flow rate decreases with increasing flow Reynolds number. Due to increased viscous dissipation and wall shear stress in a wavy pipe. For the specific geometry studied in this paper, we found that the waviness causes a 58% reduction in flow rate at Re = 670.4, relative to the straight pipe flow. The nature and intensity of the secondary vortices were shown to be strongly Re-dependent, leading to an accelerated transition to three dimensional flows. The time evolution of fluid elements showed that these 3D flow features could enhance lateral mixing in a wavy pipe.

This paper presents a preliminary study of the wavy pipe flow. We focused our discussions on the effect of flow Reynolds number. The methodology developed here can be used to address different regions of the parameter space, including the effects of geometric parameters A_0/R and L/R on the flow. It would be interesting to study how the secondary flow changes with the axial location due to the variation of local curvature. The method can be also be extended to study whether waviness can be used to enhance convective heat transfer in pipes.

It should be noted that the flow Reynolds number in the optic fibre application mentioned in the Introduction is on the order of 10^3 – 10^4 depending on the working fluid and temperature. This is certainly larger than what have been simulated in this paper. We envision two routes to move the simulations presented here to practical applications. The first is to implement parallel computation strategy such as MPI and port the code to a cluster supercomputer so a much higher grid resolution can be used to directly realise the flow Reynolds numbers in the application and simulate turbulent flows in a wavy pipe. If the lattice resolution is bounded by computing resources, the more effective alternative is to introduce subgrid-scale models into LBM, as done in Eggels (1996) and Yu et al. (2006). The computation then becomes LBM-based large-eddy simulations of high Reynolds number flows in curved pipes. These issues and possibilities will be addressed in future publications.
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Note

1These two annual meetings are the International *Conference for Mesoscopic Methods in Engineering and Science* (see [http://www.icmmes.org/index.php]) and International *Conference on the Discrete Simulation of Fluid Dynamics* (see [http://nanotech.ucalgary.ca/dsfidsf2007/]).