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Abstract—Marine geophysical surveys are one of the methods
utilized to map the seabed or water column for a variety of use
cases. Multibeam echosounders (MBES), sidescan sonar (SSS),
and subbottom profilers (SBP) are examples of instruments used
to accurately quantify or georeference seafloor characteristics
for applications such as navigation safety/keel clearance, off-
shore wind or coastal scientific studies. Autonomous vehicles can
collect similar quality data to that collected by a large vessel
at a fraction of the cost and human involvement and with a
much smaller carbon footprint. This paper builds upon previous
work [1] and proposes a new path-following control approach
for an autonomous surface vehicle (ASV) using a more realistic
kinematics model that includes lateral drift. The performance
of the new controller is verified through simulations and field
testing showcasing the improvement in the vessel’s motion and
the acquired sonar data.

Index Terms—Autonomous Surface Vehicles, Marine
Robotics, Hydrographic Surveys

I. INTRODUCTION

Spanning a wide range of applications, from updating navi-
gational charts to implementing offshore energy solutions, the
use of marine geophysical data products such as multibeam
sonar grids or sidescan sonar mosaics can significantly influ-
ence critical project decisions. In this context, autonomous
marine vehicles can contribute by reducing the cost and
accelerating the rate of data collection.

The increasingly stricter requirements across industries for
data quality as well as sustainability and reduced carbon foot-
print motivate the improvement of data collection methods
from the sensor to the vessel operation. One of the leading
factors in data quality degradation for virtually any hull-
mounted marine geophysical surveys is the motion of the
vessel itself [2].

In this context, optimizing autonomous surface vehicle
(ASV) performance translates to producing smooth motion
and reducing disturbances to heading and speed caused by
waves or wind. Motion controller improvement represents
a cost- and labor-efficient strategy —compared to vehicle
design or structure— for reducing some types of motion
disturbances. It is also more sustainable as a method because
it can be further developed through software updates as
opposed to mechanical redesign and fabrication.

The problem this paper addresses is to design and imple-
ment an advanced ASV motion control that takes into account
platform kinematics and environmental disturbances, with the
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Fig. 1: Screenshot of the software tool utilized to acquire sonar data from University
of Delaware boat basin using optimal ASV path-following controller.

objective being to improve the field performance of the sensor
platform in terms of the quality of the acquired data.

Most of the marine vessels used in those applications
are underactuated —out of the three degrees of freedom
(DOF) they have (surge, sway, yaw) only two are directly
controlled (typically, surge and yaw). There is important
earlier work on the development of path-following controllers
which has leveraged several control design methods, includ-
ing backstepping [3], [4], sliding mode control [5], [6], model
predictive control [7], and fuzzy logic control [8]. While
high-accuracy tracking can be achieved with such methods,
little attention is usually being paid to the impact of vehicle
controlled actuation on the quality of the data the autonomous
platform is used to collect. For sidescan sonar data, this
quality is affected by sensor platform accelerations, which
are not usually directly regulated for data quality purposes. In
this application context, reducing or ideally eliminating any
oscillations of the sensor system and maintaining a constant
forward speed is arguably more important than accurate
path tracking during mapping surveys. This work directly
addresses this gap.

The main contribution of this work is the design of a
novel path-following controller for ASVs conducting ma-
rine geophysical surveys, and its testing on the field. This
technology applies to both hull-mounted multibeam surveys,
where artifacts from excessive vessel motion can be accu-
rately measured and removed, and other instrumentation such
as sidescan sonar, where motion artifacts are permanent.
The novel path-following controller meets the challenge
of balancing accurate trajectory tracking (survey efficiency)
against reduction in vehicle accelerations (high-quality data
collection), both of which are critical for mission success and
commercial viability.

By extending recent results in this direction [1], this paper
makes the analysis consistent with SNAME notation, adopts



a more realistic ASV kinematic model that includes drifting
terms, redesigns the optimal path following controller to
explicitly incorporate and compensate for sway disturbances,
provides details on the implementation of the control design
on the existing ASV’s navigation and control infrastructure,
and tests the control design in real sea state conditions.

The rest of the paper is organised as follows. Initially,
a brief overview of the system architecture is provided in
Section II followed by Section III which introduces the
mathematical description of the vehicle and sensor payload
kinematics along with the main technical results of the paper.
In Section IV the performance of the controller is evaluated
numerically through simulations and after laying out the
hardware and software tools employed for this integration,
the section closes with the field testing results. Finally,
Section V concludes the paper with a short overview while
also highlighting the potential impact of the approach on the
marine robotics industry.

II. OVERVIEW OF THE SYSTEM

The computational architecture leveraged for this work is
part of the Project11 backseat driver,1 which is an operational
graphical user interface and simulator, combined with vessel
motion control tools, such as path following and planning,
built within the robot operating system (ROS) framework
[9]. An overview of the subsystems of interest is illustrated
in Fig. 2. The colored-coded boxes indicate different sub-
systems of the system architecture and the arrows show the
information flow among them.

The blue block contains the modules of the motion plan-
ning and control system. It runs onboard the vessel and it
is responsible for executing the mission plan designed by
the operator via the graphical interface (green block). This
mission plan is received by the navigation subsystem as a
set of waypoints and produces a concatenation of Dubins’
vehicle paths to complete the task.

This paper focuses on improving the path-following mod-
ule of this subsystem, but the proposed control strategy
bypasses waypoint navigation with direct vehicle speed feed-
back control. Once the waypoints defining the survey path
are received, the path follower estimates the bearing and
the cross-track error between the current position of the
vessel (provided by the INS sensor —red block) and the path
trajectory. Based on this information, our method generates
the desired linear and angular accelerations of the vessel
which are then, numerically integrated to produce the linear
and angular reference velocities, which are subsequently
implemented by the ASV’s low-level controller.

The data collection system is represented by the red block.
It consists of the sonar acquisition system and the INS sensor
which provided the geopose information of the ASV to the
whole architecture. This subsystem also runs onboard and
stores the sonar and geopose data locally for post-processing
purposes.

1https://github.com/CCOMJHC/project11
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Fig. 2: Block diagram of the system architecture. Blue: The motion planning and control
of the vessel takes place onboard using geopose information provided by the INS sensor.
Green: The graphical user interface runs on a ground station desktop on-shore. Red: The
sonar acquisition system records and stores data onboard using geopose information
provided by the INS sensor.

III. OPTIMAL PATH-FOLLOWING CONTROLLER

Consider an ASV with three DOFs kinematics, for surge,
sway and yaw. The generalized positions and velocities can
be defined as η = [ x,y,ψ ]⊺and ν = [ u,υ,r ]⊺, respectively.
Thus, the matrix-vector representation of the craft’s kinemat-
ics [10] can take the form

η̇ = R(ψ)ν where R(ψ) =


cosψ − sinψ 0

sinψ cosψ 0

0 0 1

 . (1)

The goal is to control the ASV so that it conducts a
lawnmower pattern survey over an area of interest, in a
way that ensures the collection of high-quality sidescan
sonar data. The approach adopted to achieve survey path
following performance with high-quality data collection, is by
minimizing the accelerations induced at the sensor payload
location.

Let ηs = [ xs,ys,ψs ]⊺ denote the coordinates of the ASV’s
sensor payload (s for sensor), assuming that the sensor is
placed somewhere along the longitudinal axis of symmetry
of the vehicle and at a distance δ from the midpoint between
the two propellers. In our case this is a translational change
of coordinates which implies that the yaw remains the same.
The new position vector is expressed with respect to η as

xs = x+ δ cosψ (2a)
ys = y + δ sinψ (2b)
ψs = ψ , (2c)

and the respective velocities are

ẋs = ẋ− δ r sinψ = u cosψ − (v + δ r) sinψ (3a)
ẏs = ẏ + δ r cosψ = u sinψ + (v + δ r) cosψ (3b)

ψ̇s = r . (3c)

To minimize cross-track error and accelerations we design
an optimal controller which can steer the vessel along a
desired line segment with a frame {F}. The position and
velocity vectors of the sensor expressed on the {F} frame



(xs, ys)

(x, y)

xF

yF

yFs u

v

survey path

ASV

δ

ud

vFs

uFs

(sway)

(surge)

ψ

ψd

xn

yn

Fig. 3: Illustrative figure defining the different coordinate systems.

are (Fig. 3)

xFs = oFx + xs cosψd + ys sinψd

yFs = oFy − xs sinψd + ys cosψd

ẋFs = 0 + ẋs cosψd + ẏs sinψd

ẏFs = 0− ẋs sinψd + ẏs cosψd ,

and the acceleration vectors of the sensor on the same frame
are derived as

ẍFs = ẍs cosψd + ÿs sinψd (4a)

ÿFs = −ẍs sinψd + ÿs cosψd , (4b)

where

ẍs = u̇ cosψ − u r sinψ − (v̇ + δ ṙ) sinψ

− (v + δ r)r cosψ

ÿs = u̇ sinψ + u r cosψ + (v̇ + δ ṙ) cosψ

− (v + δ r)r sinψ .

Suppose now that surge acceleration u̇ and yaw acceler-
ation ṙ are directly controlled through acceleration inputs
ax and α, respectively, and that v̇ can be measured as ay .
Renaming

ax ≜ u̇ α ≜ ṙ ay ≜ v̇ wx ≜ ẍFs wy ≜ ÿFs ,

allows one to rewrite the expression of sensor accelerations
(3) in matrix form and without time derivative notation as[wx

wy

]
=

[
cosψd sinψd
− sinψd cosψd

]([
cosψ −δ sinψ
sinψ δ cosψ

]
[ axα ]

+
[
− sinψ −δ cosψ
cosψ −δ sinψ

] [ u r
r2

]
+

[
− sinψ
cosψ

]
ay +

[
cosψ
− sinψ

]
v r

)
, (5)

Given that the sensor accelerations can be directly con-
trolled via a feedback input transformation that maps (3) to
an equivalent double integrator system, we can expand the
state of (4) as z = [xFs , y

F
s , ẋ

F
s , ẏ

F
s ]

⊺ and define a linear

system of the following form[
ż1
ż2
ż3
ż4

]
=

[
0 1 0 0
0 0 0 1
0 0 0 0
0 0 0 0

] [
z1
z2
z3
z4

]
−

[
0 0
0 0
1 0
0 1

] [ uχ
uψ

]
(6a)

χ = [ 0 1 0 0 ]

[
z1
z2
z3
z4

]
. (6b)

Based on a well-known result [11] such a linear system
has an optimal (steady state) feedback law that would regulate
the output χ = z2 while minimizing the functional

J(z, χ) :=

∫ ∞

0

∥z∥2 + ρw2 dt , (7)

for some tunable parameter ρ > 0 which expresses the cost
of actuation, and which is expressed in terms of a matrix P
in the form

wy = −1

ρ

[
0 1

]
P

yFs
ẏFs

 , (8)

where P is the solution of the algebraic Ricatti equation
(ARE) associated with the (lower dimensional compared to
(6)) system: ẏFs

ÿFs

 =

0 1

0 0


yFs
ẏFs

−

0
1

wy (9)

χ̄ =

[
0 1

]yFs
ẏFs

 . (10)

The detailed analytic solution for wy can then be expressed
as:

wy = − yFs√
ρ
−

√
2

ρ1/4

{
− [u cosψ − (v + δ r) sinψ] sinψd

+ [u sinψ + (v + δ r) cosψ] cosψd

}
= − yFs√

ρ
−

√
2

ρ1/4
[
u sin(ψ − ψd)

+ (v + δ r) cos(ψ − ψd)
]
. (11)

For the xFs dynamics, assume a proportional velocity
controller

wx = 1
ρ (ud − u) , (12)

which will regulate the forward speed of the ASV to a
desired reference ud along the path. The choice of the desired
speed for the ASV depends on the application, and the type
of sensor utilized for the data collection, assuming that we
are interested in the sensor data collected along the straight
survey lines and not during the transient between them.

Thus, the virtual control inputs are set as (11)-(12) to give
exponential convergence to desired surge speed ud and input
optimal regulation of the path tracking error yFs , and the
sensor acceleration form given (5) is equivalent to



[ axα ] =
[
cosψ −δ sinψ
sinψ δ cosψ

]−1 ( [
cosψd sinψd
− sinψd cosψd

]−1 [wx
wy

]
+
[

sinψ δ cosψ
− cosψ δ sinψ

] [ u r
r2

]
+
[

sinψ
− cosψ

]
ay +

[
− cosψ
sinψ

]
v r

)
which is written more compactly as

[ axα ] =
[

cos (ψd−ψ) − sin (ψd−ψ)
1
δ sin (ψd−ψ) 1

δ cos (ψd−ψ)

] [wx
wy

]
+
[

0 δ
− 1
δ 0

] [ u r
r2

]
+
[

0
− 1
δ

]
ay +

[
sin2 ψ−cos2 ψ
2
δ cosψ sinψ

]
v r . (13)

A low-level, discrete-time control design loop then trans-
lates the theoretical acceleration inputs into desired velocity
commands that can be directly realized on the ASV using
its own topside controllers. More specifically, the linear and
angular velocity commands at time step k and with step
duration ∆t can be computed as

ucmd(k) = u(k − 1) + u̇(k)∆t+ pu
(
a(k)− u̇(k)

)
∆t2

rcmd(k) = r(k − 1) + ṙ(k)∆t+ pr
(
α(k)− ṙ(k)

)
∆t2

with pu, pr denoting control gains regulating how fast we
require the platform accelerations to converge to the optimal
references.

IV. VALIDATION

A. Numerical Simulation

The transition from the mathematical analysis of the path-
following controller to the actual ASV kinematics is imple-
mented using the Project11 backseat driver.2 The controller
(13) was first tested on the Project11 simulator (Fig. 4), and
its performance was assessed by comparing it with earlier
survey navigation and control designs (cf. [1]). The reason
for this choice was because the earlier controller design [1]
had already been benchmarked against the default Project11
controller, and the interest here is to see how the drift-
aware controller design fares compared to its drift-agnostic
counterpart.

Fig. 4: Screenshot of Project 11’s graphical user interface simulating UD’s Hugh R.
Sharp Campus boat basin.

The simulation conditions on which the two controllers
were tested did not involve any environmental disturbances
or other perturbations acting on the vehicle. Figure 5a depicts
the cross-track error achieved by the two controllers, while

2https://github.com/CCOMJHC/project11

(a)

(b)

Fig. 5: Motion data from the simulation testing conducted using existing minimum
acceleration controller [1] (blue) and the proposed drift-aware minimum acceleration
path following controller (red). (a) Cross-track error between the desired trajectory and
the actual trajectory. (b) Integral of the yaw accelerations squared over time.

Fig. 5b shows the evolution of the accumulated angular accel-
eration control effort, which is the input directly associated
with the cross-track error output, and which we want to
minimize in order to improve sensor data quality. Comparing
the responses of the two controllers one observes in Fig. 5a
that the cross-track error afforded by the two controllers is
comparable (in the order of 5–10 cm) with the drift-aware
controller allowing for more error. Figure 5b likely explains
the difference since the drift-aware controller utilizes less
control effort and therefore induces less lateral motion on the
sensor. We expect that the differences seen here in simulation
can probably be adjusted to be smaller or bigger depending
on the choice of the optimization weight parameter ρ; that
said, there will always be a trade-off between actuation effort
and cross-tracking error, as seen in Fig. 5.

B. Field Testing

The platform used to test the optimal path-following con-
troller is the Seafloor Systems Echoboat 160 ASV (Fig. 6).
The Echoboat 160 is a versatile vehicle primarily used for



shallow water mapping, and it is also a loosely-scaled proxy
for larger vehicles used in open water environments. For
this study, the vehicle is equipped with a Norbit iWBMSe
sonar, georeferenced using navigation data from a POS-MV
Surfmaster dual global navigation satellite system (GNSS)
aided inertial navigation system (INS). The sonar data, with
INS data injected in real-time, are logged using the Norbit
GUI and Norbit’s Data Collection Tool for real-time quality
assurance/quality control (QA/QC). The INS data are also
redundantly logged for post-processing. The POS-MV INS
data also feed into the ASV’s controller.

Fig. 6: The Echoboat 160 ASV, by Seafloor Systems Inc, can serve as an autonomous
sensor platform for environmental surveys.

The drift-aware minimum acceleration path-following con-
troller was tested and compared against the previously re-
ported minimum acceleration path-following controller [1] on
the Echoboat 160 ASV in short-period chop conditions in the
Delaware Bay, DE, USA. These field conditions are roughly
equivalent to a Beaufort sea state 3. The testing scenarios
involved performing an identical hull-mounted multibeam
survey of approximately 0.05 square kilometers with each
controller consecutively (total of 2 surveys). The forward
speed of the vehicle during both surveys was approximately
1.75 m/s. Each survey duration was approximately 20 min-
utes, and no appreciable change in wind, waves, or currents
occurred between each of the consecutive surveys.

Figure 7 confirms the qualitative observations made in
the simulation studies in Fig. 5. In the evolution of the
cross-track error of the vessel (Fig. 7a) we see that the
cross-track error of the drift-aware controller is about twice
that of the drift-agnostic minimum acceleration path tracking
controller developed in earlier work [1]. The “pulse-like”
nature of the error plots in Fig. 7a reflect the fact that the
vessel mostly utilizes its α control input along the straight
line segments of the survey path, interspersed with turns
connecting the endpoints of parallel segments during which
no sensor data is collected. (This pattern can also be observed
in Fig. 5 although it is not so prominent.) Consistent with the
simulation data of Fig. 5, the integral of the commanded yaw
acceleration squared (Fig. 7b) over time showcases the trade-
off made between tracking error and actuation effort, with

(a)

(b)

Fig. 7: Motion data from the field testing conducted using existing minimum accelera-
tion controller [1] (blue) and the proposed optimal path following controller (red). (a)
Cross-track error between the desired trajectory and the actual trajectory. (b) Integral
of the yaw accelerations squared as provided by the INS sensor over time.

the accumulated actuation effort of the drift-aware controller
being a little less than half of that used in the drift-agnostic
controller.

Each of the two surveys was processed in QPS Qimera by
applying sound speed profiles and the multibeam alignment
calibration (MAC) (patch test). No automated or manual
filtering has been applied to the data; the only data removed
were those flagged by the sonar itself for brightness or co-
linearity. Surface plots were made for each survey, and three
principal metrics are compared: (i) depth/visual artifacts in
the end data product, (ii) sounding density, and (iii) 95%
uncertainty in the data.

Motion artifacts are clearly identified in both surveys;
however, they are far smaller in magnitude and quantity
in the drift-aware path-following controller compared to the
(drift-agnostic) minimum acceleration controller (Fig. 8). Un-
certainty also decreases appreciably (Fig. 10), and although
sounding density decreases slightly, it is much more even



Fig. 8: Bathymetric maps for each controller’s survey done in the Delaware Bay.
Artifacts are seen in both surveys, but data gaps are decreased in the drift-aware path-
following controller survey. Depths are in meters, referenced to the NAVD88 vertical
datum.

across the whole map (Fig. 9). Since the minimum sounding
density is far more important in the vast majority of mapping
efforts than the maximum counterpart, the improvement in
sounding density uniformity is seen as a clear indication
of the positive impact that the proposed drift-aware path-
following controller has on measurement.

V. CONCLUSION

This work demonstrates the feasibility of development and
deployment of an optimal ASV path-following controller that
yields minimum linear and angular accelerations at a desired
sensor payload location while reacting robustly to sea current
forces acting on the vessel. Numerical and field testing con-
firm its performance compared to existing implementations.
Although this controller was tested on a small scale ASV, we
do not foresee insurmountable obstacles to implementing and
deploying the control design on larger vessels the (3 DOF)
kinematics of which are compatible with (1). Benefits of
this new control design include more accurate path following
during surveying, increased quality of obtained sensor data,
and more efficient utilization of onboard power for navigation
and control. We expect that these advantages will empower

Fig. 9: Sounding density plots for the minimum acceleration and optimal path-following
controllers in the Delaware Bay, plotted in soundings per square meter. More even
sounding density is seen in the optimal path-following controller’s survey.

the fast-growing marine robotics scientific community and
industry with methodologies and tools for more efficient and
effective autonomous surveys.
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