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Abstract This paper suggests a new way for nonholonomic mobile robots to
navigate in obstacle environments using potential fields based on navigation
functions. The proposed strategy is a time-invariant feedback control design
with the distinguishing feature that it requires almost no switching compared
to alternative methodologies of the same nature. Asymptotic convergence with
collision avoidance for the proposed approach is established analytically, and
the method is demonstrated on a differential-drive skid steering mobile robot.

Keywords Obstacle avoidance · potential fields · nonholonomic systems

1 Introduction

This paper presents a methodology for navigation of wheeled mobile robots
in planar environments with obstacles, using reference vector fields which are
functions of position. The reference vector fields are derived originally as po-
tential fields of navigation functions defined on the robot position, and then
transformed locally around the destination configuration to enable the simul-
taneous regulation of both position and orientation.

1.1 Background

The paper focuses on the problem of nonholonomic robot posture control in
the presence of obstacles. For this reason, a detailed description of the exten-
sive literature on unconstrained nonholonomic stabilization is not attempted.
Part of the reason why unconstrained approaches cannot be applied directly
in environments with obstacles is that a large portion of them employ state
transformations; the impact of such transformations on the free workspace
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(b) The robot’s abstraction.

Fig. 1 The mobile robot for which the proposed approach is developed. This platform
uses a four-wheel-drive skid steering mechanism to maneuver, it accepts linear and angular
velocity commands, and its lightweight construction (6.5 kg) allows a reasonable kinematic
modeling in the form of the equations of a unicycle.

is unclear. And while it is known that local nonholonomic motion planners
which satisfy a certain topological property [46] can approximate segments of
a holonomic collision free path with feasible ones, the variable utilization of
feedback in existing nonholonomic planners can limit their effectiveness since
models and measurements are rarely perfectly accurate. In this paper, there-
fore, the goal is to attack the problem without decomposing it into separate
planning and control phases, and be able to utilize state feedback continuously,
throughout the duration of the motion, without switching between different
control regimes.

One way of using feedback in robot motion planning is by means of poten-
tial fields. Using potential fields for robot navigation has a long history, and [7]
offers an introduction and some historical perspective. Reference [20] is one
of the first appearances of the method in literature. One important problem
with potential field implementations is the appearance of local minima; these
are attractive configurations where the field is singular and the robot gets
“trapped.” Navigation functions are introduced in [22,42] as a solution to the
problem of local minima. In the navigation function approach, these unde-
sirable attractors can be transformed into saddle points that have regions of
attraction of measure zero. Applying potential fields to systems with nonholo-
nomic constraints, however, is nontrivial because the potential field direction
can fall into the subspace of velocity vectors which are infeasible for the sys-
tem. In any case, it is known that there can be no continuous static state
feedback controllers that can stabilize a nonholonomic wheeled mobile robot
to some point [4].

Between the well researched areas of nonholonomic control design for sys-
tems without drift [1,3,12,27,37,41,44,53], and motion planning using potential
fields [2,10,21,24,42,47], the area is not so well explored. The solutions we find
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may be broadly categorized in three or four groups, and there are a handful
of elements in each group.

One general approach is to start with a given collision free path and modify
it [28, 45, 46] or approximate it [29] with local trajectories that satisfy the
robot’s nonholonomic constraints. Another is to use a navigation function of
the robot’s position and include an artificial obstacle; in one implementation
of such an obstacle is a “cup-shaped” barrier around the goal position, forcing
the mobile robot to approach the target from a single direction and with
orientation of zero or π [25]; in another implementation, this obstacle is of
measure zero, it includes the destination configuration and is aligned with
the direction along which the nonholonomic constraint prevents the robot
to move when it is at the destination [43, 48–50]. A third approach uses a
navigation function defined on the full configuration space of the system. A
hybrid or switching strategy can then be used. In [48,49] switching strategies
are used, while [51] uses time-varying inputs designed to push the system
away from configurations where the system vector field becomes orthogonal to
that of the navigation function gradient. In another switching approach the
robot is steered either along directions that decrease the function, or along
the boundary of the function’s level set until a new direction of decrease can
be found [33,34]; a similar switching strategy is explored in [32] for holonomic
systems moving in uncertain environments. In a recent approach [18], cell
decomposition methods are combined with navigation functions in the spirit
of [9], but in a way that it can be applied to systems with nonholonomic
constraints.

Such solutions to the problem of nonholonomic navigation in obstacle en-
vironments using static state feedback may be algorithmically complete but
there are always limitations. In the case where holonomic collision-free paths
are modified, the required trajectory optimization or the alternative use of
time-varying inputs can take a toll on convergence time and may yield er-
ratic convergence.1 In addition, real-time replanning may be problematic, and
the existence of uncertainty in both robot and environment models necessi-
tates the use of feedback throughout the whole duration of the maneuver.
If time-varying control is not employed, Brockett’s condition [5] necessitates
switching. When switching is employed [33], control discontinuities may pro-
vide faster convergence but cannot overcome the limitations of Brockett’s nec-
essary condition, and thus the attractive equilibria are not stable in the sense
of Lyapunov.2 Control discontinuities do not automatically lift the limitation
set by Brockett’s necessary condition for stabilization.3

1 See [38] for an insightful discussion on the performance of time-varying nonholonomic
stabilizing controllers.

2 In fact, it has been shown [11] that systems affine in control, stabilizable using discon-
tinuous feedback with solutions defined in the sense of Filippov [15], can also be stabilized
using continuous time-invariant feedback.

3 It is known however, that in the case of sampled-data (piecewise constant) control
inputs, the existence of a control law that asymptotically brings the state to zero implies
the existence of a locally bounded feedback stabilizer [8].
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In the approaches that use dipolar fields, the limitation that stems from
Brockett’s condition still applies, and insisting on establishing asymptotic sta-
bility requires a slightly different definition of stability compared to the one in
the sense of Lyapunov (see [26], for example). Practically, regions around the
equilibrium where initial conditions are selected and trajectories confined in,
cannot be balls; they have to be some differently shaped neighborhoods. Never-
theless, the control strategy that hinges on dipolar fields requires less frequent
switching, and the latter occurs mainly at the boundary of the obstacle-free
workspace. The downside is that with the introduction of the artificial obsta-
cle, the workspace is partitioned in two invariant regions, and the robot is not
capable of crossing that boundary. Finally, in [18], the orientation of the robot
is not stabilized, as in the case of [35]. In the latter, a holonomic potential
field is projected on the vehicle’s feasible directions of motion; when the de-
sired direction is in the null space of the Pfaffian constraint matrix, however,
no feasible direction for the vehicle can be found.

There is a significant body of work on potential field based control of non-
holonomic systems which does not directly relate to the problem addressed
here. One such example is that of trajectory tracking in the presence of obsta-
cles [23,30], which is however a different problem than that of posture control,
and Brockett’s condition does not necessarily apply. There are also hierar-
chical potential field approaches [40] in which a high level planner designs a
collision free path and a local potential field keeps the robot inside a “bubble”
along this path; the hierarchical decomposition circumvents some technical
difficulties but makes the closed loop system susceptible to model and envi-
ronmental uncertainty, just like the approach that approximates holonomic
path solutions. The existing work on harmonic potential fields, on the other
hand [14, 16, 17, 36, 52], whether with switching, sliding-mode, or other con-
trollers, focuses on position stabilization and do not attempt to stabilize the
final orientation of the vehicle.

1.2 Contributions

The approach of this paper attempts to alleviate some of the problems en-
countered when trying to navigate nonholonomic mobile robots in cluttered
environments. Specifically, the proposed method

– ensures collision avoidance without affecting the connectivity of the free
space (cf. [43, 48]);

– offers analytic proofs for the (almost) global attractive properties for the
destination configuration, both in terms of position and orientation (cf.
[18]);

– allows the use of potential fields that do not include the vehicle’s orienta-
tion, and

– does not involve on-line control switching (cf. [33]).

The latter is the main technical novelty of the proposed method.
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Not surprisingly, the methodology comes with limitations of its own. In its
current form, the algorithm applies to planar systems (unicycles), although
our ongoing work [39] shows promise for the ability to generalize to more
dimensions. Second, the closed-loop trajectories generated are not optimal,
neither with respect to time nor in terms of path length. Finally, the approach
is based on the hypothesis that the robot can perform arbitrarily tight turns
while translating, although it is not allowed to turn in place.

1.3 Organization and overview

The basic idea behind the proposed method is to first steer the mobile robot
in a neighborhood of its desired position, using a potential field generated by a
navigation function defined on the robot’s position only. To do so, a feedback
controller aligns the robot’s velocity with that of the potential field, and keeps
the robot moving along the field direction. Close to the desired position, the
potential field is locally transformed: its vectors are rotated by an angle that
depends on the position around the destination so that the resulting field takes
the form of that of a magnetic dipole, with a moment aligned to the robot’s
desired orientation. The same motion controller then makes the robot approach
its destination along the direction of that moment. In this way, the position of
the robot is directly controlled, while the orientation is regulated implicitly via
the shape of the flow lines of the field around the destination. The important
difference compared to existing dipolar field methods is that the topology of
the workspace is not affected by the introduction of some artificial obstacle.

Cases where position and orientation of a mobile robot need to converge
concurrently (rather than the robot turning in place at the desired position)
are found in applications where that same robot serves as a formation leader,
or when it is attached to a trailer the kinematics of which should not be
included in the systems equations. Another example is found in problems of
path following or waypoint navigation, where intermediate waypoints are also
associated with path tangency (orientation) specifications.

A formal statement of the problem addressed is found in Section 2. Sec-
tions 3 and 4 contain the main technical results and document the construction
of the reference field for the robot and its useful properties (Section 3), as well
as the feedback controller with its convergence properties (Section 4). Sim-
ulation results that corroborate the theoretical convergence predictions are
provided in Section 5. Section 6 describes an experimental implementation
of the proposed method on a differential-drive robot. Finally, Section 7 con-
cludes the paper with a summary of the contributions and a brief discussion
on possible extensions.
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2 Problem Statement

The kinematics of the skid-steering mobile robot of Figure 1 can be reasonably
captured by the equations of the unicycle:

ẋ = v cos θ (1a)
ẏ = v sin θ (1b)

θ̇ = ω , (1c)

where x and y represent the position of the unicycle on the plane and θ its
orientation, measured with respect to the x-axis. The variables v and ω are
the control inputs: translational and rotational speed, respectively. Although
arbitrarily small curvature radii can be achieved, the robot is not supposed to
be able to turn in place.

Let q , (x, y)T, where T denotes transpose. Assume that q ∈ W, where
W is the planar workspace of the robot, mathematically described as a closed
ball in R2 containing the origin. Note that any star-shaped region can be
diffeomorphically transformed into a sphere [42]. For this same reason, we
assume the obstacles in the robot’s workspace to be ultimately represented
by spheres, Oi ∈ W, for i ∈ {1, . . . ,m}. These spheres are isolated, that is
Oi ∩ Oj = ∅ for every i 6= j with i, j ∈ {0, . . . ,m}. The workspace boundary
is an obstacle, expressed as the complement of W in R2: O0 , R2 \W.

The problem is to design time-invariant, feedback control laws v = v(x, y, θ)
and ω = ω(x, y, θ) such that (1) converges asymptotically to (x, y, θ) = (0, 0, 0)
from almost all (with the possible exception of a set of measure zero) ini-
tial configurations

(
x(0), y(0), θ(0)

)
, while satisfying q(t) 6= Oi, for all i ∈

{0, . . . ,m}, and for all t > 0.

3 Reference Vector Field

Let ∂S denote the boundary of a domain S ⊂ Rn and assume the existence of
radially unbounded functions βi(q), with i ∈ {0, . . . ,m} such that

1. βi(q) = 0 if q ∈ ∂Oi
2. βi(q) < 0 if q ∈ Oi
3. βi(q) > 0 if q 6= Oi ∪ ∂Oi.

For the case where Oi have spherical boundaries, as considered in this
section, the functions βi can be simply expressed as ‖q− qi‖2− ri2, where qi is
the center of Oi and ri its radius for i ∈ {1, . . . ,m}. For i = 0, let β0 , r0

2−q2.
Also let γ(q) , ‖q‖2. Then it is known [22] that the function

ϕ(q) =
γ

[γκ +
∏m
i=0 βi(q)]

1
κ

(2)

is a navigation function onW\
⋃m
i=1Oi if a sufficiently large value of parameter

κ is selected. This means that the vector field defined by the negated gradient,
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Fig. 2 An example of the classical sphere-world navigation function construction. The
negated gradient of the navigation function is shown superimposed on its contour plot. It
can be seen that the field points away from the spherical obstacle and toward the origin,
which is the destination point.

−∇qϕ(q), can be adjusted so that its integral curves converge to q = 0 from
almost all initial conditions inW\

⋃m
i=1Oi (Fig. 2). The only initial conditions

from which these trajectories do not converge form a positively invariant set
of measure zero, consisted of isolated components each including an unstable
equilibrium coinciding with a saddle of ϕ(q). There are m such unstable equi-
libria. Define the discontinuous map Γ which in local coordinates is expressed
as a matrix

Γ (z) =
[
− cos z sin z
− sin z − cos z

]
, (3)

where z , sd(x, y; a) arctan2 (y, x) + π sign(y)
(
1− sd(x, y; a)

)
and

sd(x, y; a) = exp
(
− a

(1− ϕ(x, y))2
+ a

)
, (4)

in which 0 < a < 1. Despite being discontinuous, Γ is nonsingular everywhere.
Function sd plays the role of a “switch” (as in [42]) turning different compo-
nents of the argument z in Γ on and off. The same notation is used here as in
the analytic switch functions of [42], although sd is not analytic everywhere in
R2; it fails to be so on ∂

⋃m
i=1Oi.

What Γ basically does is to rotate a vector at a given point (x, y) by
an angle equal to the vector from the origin to (x, y). When applied to the
planar vector field with the structure of an asymptotically stable proper node,
Γ makes it resemble the field of a point dipole (Figure 3). The idea behind
this construction is that if a system is made to track the flow lines of the
transformed field, it reaches the origin with an orientation angle converging to
zero, without the orientation being directly regulated.

When the transformation is applied, it generates a bounded segment of the
positive horizontal semi-axis starting at the origin, from which the reference
vector field diverges. At the end point of this segment, the one closer to the
origin, a discontinuity point in the vector field appears: since the transforma-
tion is nonsingular, and the potential field of the navigation function vanishes
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(a) Stable proper node.
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(b) Rotated field via Γ .

Fig. 3 The effect of Γ on a convergent vector field. The field in 3(b) was produced by
mapping the field in 3(a) through a map Γ in which sd was set identically to one.

nowhere but at given isolated saddle points, there has to be a point where
the transformed field reverses direction without vanishing. In fact, the vector
field becomes nonsmooth along the y = 0 line, and an unstable nonsmooth
equilibrium appears (see Lemma 3 in Appendix A).

Several interesting properties can be shown for the transformed field. Each
one of them is established analytically as a lemma in Appendix A.

1. All integral curves of the transformed field contain the origin, and the
origin is the only singular point of the vector field.

2. The transformed field points away from obstacle regions.
3. All stationary points of the transformed field other than the origin have

attraction regions of measure zero.
4. All integral curves of the transformed field converge to the origin asymp-

totically along the negative x axis, and their common derivative at q = 0
is aligned with the x axis.

The following section exploits these properties to design feedback control
laws with collision avoidance and (almost) global convergence properties for
both position and orientation.

4 Navigation Strategy

The objective of the control law is to align the system’s vector field with the
reference field. One solution may be4

v = k1 tanh(‖q‖) (5a)
ω = −k2 [θ − arctan 2 (fy, fx)] +

v

‖F‖2

(
fx

(
∂fy
∂y

sin θ +
∂fy
∂x

cos θ
)
− fy

(
∂fx
∂y

sin θ +
∂fx
∂x

cos θ
))

(5b)

4 After its introduction in [48], this controller has been frequently adopted and used in
different versions [6, 13, 31].
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where k1 > 0 and k2 > 0 are constant control gains, and (fx, fy)T , F =
Γ∇ϕ(x, y). Intuitively, a good choice of control gains is one that enables the
orientation kinematics (5b) to converge considerably faster compared to the
longitudinal kinematics (5a).

Proposition 1 Control law (5) makes (1) converge to an arbitrarily small
neighborhood of x = y = θ = 0 asymptotically from almost all initial conditions
in W \

⋃m
i=1Oi.

Proof The purpose of (5b) is to align the direction (1) to the direction of the
transformed vector field, θd , arctan 2 (fy, fx) exponentially; the last term in
(5b) is the rotational velocity feedforward, designed to bring the closed loop
dynamics of θ to the form θ̇ − θ̇d = −k2(θ − θd). As (ẋ, ẏ) becomes parallel
(forming a positive inner product) to F exponentially fast, the dynamics of
the closed loop system can be thought of as made up of two systems with
different time scales. The fast dynamics of θ − θd converge exponentially fast
to zero. Taking ε = k1

k2
, we see that the resulting quasi steady state is uniquely

determined as θ = θd, and the reduced (slow) dynamics of (x, y) have the form:

ẋ = α(q)fx
ẏ = α(q)fy,

where α(q) is a positive definite function (a scaling factor relating ‖F‖ to
k1 tanh(‖q‖)). A singular perturbation argument [19, Theorem 11.1] then en-
sures that for a small enough ε, the closed loop trajectories (x(t), y(t)) will
be close to some integral curve of F by O(ε). As Lemma 4 (in Appendix A)
suggests, F converges to (0, 0) following the negative x axis asymptotically.

In the case of a linear velocity v with constant sign, and in practical imple-
mentations, caution needs to be exercised so that the system does not “over-
shoot.” If the system crosses the y axis on its approach to the origin, the
reference field will then push it away along a big circle that loops back. In the-
ory, this does not happen because (x(t), y(t)) → (0, 0) ⇒ v → 0, so that the
system appears to land gently at the origin. In the remaining of the section we
address precisely this issue, by allowing the inversion of the sign of v when the
y axis is crossed on the approach phase. The switching is done locally around
(0, 0), so as not to interfere with collision avoidance.

Remark 1 Even when a local sign switching strategy for v is adopted, the point
(0, 0, 0) ∈ SE(2) is still not an asymptotically stable equilibrium for −Γ∇ϕ in
the sense of Lyapunov. One can fairly easily establish asymptotic convergence
in the same lines as in Proposition 1, but Lyapunov stability essentially re-
quires that for sufficiently small perturbations of the initial conditions around
the origin, the trajectories can be contained in an arbitrarily small ball. In this
case, perturbations along the y-axis require the trajectory to make a “full cir-
cle” before returning to the equilibrium; the orientation of the unicycle needs
to change dramatically, irrespectively of whether it goes forward or backward.
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This is why in the proof of Proposition 1 we use a singular perturbation ar-
gument only to show that the closed loop trajectories will be ε-close to the
integral manifolds of the reference field.

No optimality is claimed for the trajectories of the closed loop system under
(5), neither with respect to time, nor with respect to path length. (Note that
similar issues arise, and are discussed in [33].) The goal of this paper is different:
to offer a way of achieving asymptotic convergence and collision avoidance for
nonholonomic systems while reducing switching. More efficient strategies can
be employed if switching can be tolerated, but chattering behavior is likely to
be an issue in implementation.

The following alternative control law utilizes switching but implements it
in a way that it can only occur locally around the destination. It eliminates
the need to perform extensive maneuvering to return to the equilibrium if
the vehicle crosses the y axis while close to its desired position. This strategy
induces hybrid dynamics for the system, in which the vehicle can reverse its
speed as a means of reaching its destination along a shorter path, if certain
logic (guard) conditions are satisfied.

Let us first specify the initial condition for (1) explicitly as ξ = (x0, y0, θ0),
and modify the navigation strategy of (5) as follows:

v = k1 sign
(
ε− x0 sd(x0, y0; a′)

)
tanh

(√
x2 + y2

)
(6a)

ω = −k2 [θ − arctan2 (fy, fx)] +

v

‖F‖2

(
fx

(
∂fy
∂y

sin θ +
∂fy
∂x

cos θ
)
− fy

(
∂fx
∂y

sin θ +
∂fx
∂x

cos θ
))

, (6b)

where ε > 0 is a small constant, and a′ >> a. Then the overall closed-loop
system behavior can then be captured by the following hybrid system descrip-
tion.

Definition 1 The closed loop dynamics of (1) are given in the form of a
hybrid system H which is a tuple H = (X ,K, Fk,X0,G) consisting of:

– X = (W \
⋃m
i=1O) × S1 is the continuous state space of the system with

(x, y, θ) ∈ X being the state;
– K = {1} is a (trivial) set of discrete system modes indexing different con-

tinuous component dynamics;
– Fk : X → TX , for k ∈ K is a collection of closed-loop continuous vector

fields, given by (1) and (6);
– X0 ⊆ X is the set of possible initial conditions for the system’s continuous

state, based on which the integral curves of Fk are defined as Φk(t; ξ), with
ξ ∈ X , Φk(0; ξ) = ξ and d

dtΦk(t; ξ) = Fk(Φk(t; ξ));
– G is the guard condition that enables a discrete reset in X0:

G = {ε− x(t− δ) sd(x(t− δ), y(t− δ); a′) < ε and
(∀ τ ∈ (t− δ, t])[ε− x(τ) sd(x(τ), y(τ); a′) > ε] and v > 0} ,

for a small δ > 0 ;
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– S : X0 → X0 is the reset function for ξ ∈ X0, according to which ξ :=(
x(t), y(t), θ(t)

)
.

Based on the hybrid dynamics of Definition 1, (1) first chooses the sign of
its translational speed based on its initial condition; it goes on reverse only if
it is in an obstacle free neighborhood of the origin, on the right of the y axis.
This neighborhood is specified by the predicate ε−xsd(x, y; a′) < 0. If it finds
itself inside that neighborhood for a time period larger than δ seconds and still
has a positive speed, then it switches to negative speed, and while still aligned
to the reference vector field, it approaches the destination in reverse. The
time delay of δ seconds is introduced in order to alleviate possible chattering
phenomena. In this way, if the unicycle “overshoots” as it approaches the
destination, it does not turn around making a full circle before it converges
again. The steady state behavior under (6) as implemented in the hybrid
system of Definition 1 is practically that of the two-dimensional, single-input
system in [26] ẋ = (x2 − y2)u, ẏ = 2xy u, which consists of going in reverse
(u < 0) along the circular arcs tangent to the origin if initialized to the right
of the y axis, and going forward (u > 0) along the arcs if initialized on the
left. Given the results of [26], and with Proposition 1 ensuring the convergence
of the trajectories of the closed loop unicycle on the integral curves of F , a
detailed analytical derivation of the asymptotic convergence for (1) under (6)
is superfluous.

5 Numerical Results

We create a simple two-dimensional sphere world workspace, centered at the
origin, with a boundary of radius r0 = 1 m and a single obstacle with radius
r1 =

√
0.2 m centered at (0.4, 0.4) m. The destination configuration is set at

the origin qd = (0, 0) m. A navigation function of the form (2) is built on
this workspace and its parameter is set to κ = 2, yielding a virtual landscape
the contours of which are shown in Figure 4. The unicycle is initiated at
configuration x(0) = 0.5 m, y(0) = 0.7 m and θ(0) = −π2 , on the side of
the obstacle not facing the destination. We assume knowledge of the position
and orientation variables (x, y, θ) of the unicycle, which are used as feedback.
The collision-avoidance maneuver of the unicycle under (5), and its path to
the destination is shown in Figure 4, while Figure 5 depicts the time history
of the three configuration variables (x, y, θ) indicating that all three of the
configuration variables converge.

With regards to the path shown in Figure 4, a few comments are in order.
It can be argued that a faster, or shorter, path could have been followed to
the destination, which motivates the use of the hybrid navigation strategy
described in Definition 1. With this strategy, implemented in Figure 6 using a
range of different initial conditions, the system chooses whether it is preferable
to approach the destination in reverse, rather than forward translational speed.
The decision is based on which side of the y axis it starts on, and how close to
the destination the initial position is. Note that the brief period during which
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Fig. 4 Simulated path of (1) under (5). The system starts at x = 0.5, y = 0.7 at t = 0, with
orientation θ = −π

2
, and converges to a neighborhood of the origin. The initial configuration

is marked by an arrow having the same direction as the unicycle.
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(c) Orientation θ over time.

Fig. 5 Simulated time evolution for the three configuration variables of the unicycle under
control (5), starting from (0.5, 0.7,−π

2
) and over a period of five (simulation) seconds.

the robot enters the shaded region is not sufficient to activate the guard and
trigger its speed switching. We also note that neither in our simulations, nor
in our experiments did the system overshoot,5 and for a δ ≥ 0.5 seconds the
time it spent inside the neighborhood was not enough to trigger any on-line
speed switches.

6 Experimental Results

We implemented the navigation strategy (5) on a small four-wheel drive mo-
bile robot with skid steering, manufactured by CorowareTM (Figure 1). The
robot was confined to move in a rectangular area inside our laboratory (part
of the boundary is marked with red tape in Figure 7) which can be mathe-
matically modeled as an ellipsoid of the form β0(q) = 1−

(
x−xc
a

)2n+
(
y−yc
b

)2n
for a, b > 0 and n ∈ N+, and can then be diffeomorphically transformed into

5 We hypothesize that this was because of the low speed close to the origin.
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Fig. 6 Simulated robot paths using (6) and the hybrid dynamics of Definition 1, from
different initial conditions (Figure 6(a)). The shaded region in Figure 6(a) indicates the
neighborhood of the origin from where initial conditions cause the system to start with
a reverse speed. Figure 6(b) shows the evolution of the x coordinate in each of the cases
depicted in Figure 6(a), indicating that there was not enough time to trigger a speed switch
in the cases where the system entered the shaded region having forward speed.

Fig. 7 The mobile robot used in the experiment. It is a four wheel drive vehicle with skid
steering, and it is being localized using a basic motion capture system from ViconTM with
eight cameras mounted on the surrounding walls. The rolling table seen in the background
plays the role of the circular obstacle in our experiments.

a disk like the one depicted in Figure 4 using the translated scaling mapping
of [42]. The robot’s position and orientation is obtained using a ViconTM

motion capture system with eight cameras which track a pattern of reflective
markers attached to the vehicle; these markers can be seen as the shiny dots
in Figure 7.

The time profile of the position and orientation of the robot is recorded on
the robot’s on-board computer on-line, as position and orientation feedback
is provided by the ViconTM system directly to the robot over wi-fi. The
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controller is implemented in C++ and executed on the robot’s onboard Atom
1.6GHz processor.

(a) Initial configuration. (b) Path and final configuration.

Fig. 8 A graphical depiction of the path that the robot followed during the experiment.
The workspace is outlined as a rectangle, the round table is shown as a disk and is treated
as an obstacle. Figure 8(a) shows the initial configuration for the robot, where one can
also see the desired configuration depicted as a frame attached at location with coordinates
(0.5, 0.5). Figure 8(b) marks with the dotted line the path that the robot followed from its
initial to the desired configuration, and the dots in the path are coordinates provided by the
ViconTM system, separated by a time interval of one second.

For the experimental scenario, the origin of the fixed coordinate system
falls within the circular obstacle region occupied by the table (the frame is
marked with a small L-shape pointer at location (0, 0) m in Figure 8). The
desired robot position is a point with coordinates (0.5, 0.5) m, and the desired
orientation is 225.5◦ or equivalently, −134.5◦. The desired configuration is also
marked with a small L pointer, rotated by −134.5◦. The robot is randomly
placed “behind” the circular obstacle, in a region where the destination is not
in the direct line-of-sight. The initial configuration was measured by the Vi-
conTM system to be at (x0, y0, θ0) = (−1.0018,−1.0158, 11◦), and the robot
in its initial position is shown in Figure 8(a) as a rectangle with a thin out-
line and a body-fixed reference frame attached to its front side. Figure 8(b)
shows the trail of the robot on its way to its desired configuration, and its
configuration at the end of a 144 second time period. The intermediate points
along the path are marked based on the ViconTM data, which are shown
in detail for the position and orientation in Figure 9. The initial and desired
configurations were selected so that they can present navigational and compu-
tational challenges: desired orientation nonzero and in 180◦ degree difference
compared to initial, and desired position on the opposite side of an obstacle.
In the same workspace configuration we have not observed any combination of
initial and final conditions that required significantly more challenging maneu-
vering on the part of the robot. Having said that, it needs to be acknowledged
that the approach has not yet been tested in more complex obstacle environ-
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ments involving non-convex obstacles—rectangular shapes can still be handled
effectively.
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Fig. 9 The time profiles of the configuration of the robot during the experiment, as recorded
by the ViconTM system. The dotted horizontal lines mark the desired position and orienta-
tion. The spikes recorded at initial time are spurious local position estimates by the motion
capture system.

Two observations are made with reference to Figure 9. The first concerns
the spikes shown at initial time; these are spurious ViconTM estimates of the
robot’s position and orientation, which are most likely caused by reflections
from the (relatively shiny) floor in the neighborhood of the initial configura-
tion. Such outliers can infrequently also occur due to motion capture calibra-
tion errors or temporary loss of line of sight to the markers by a number of
cameras. These effects are random in nature and do not necessarily repeat in
subsequent tests with the same initial conditions and parameters.

A second observation is with regards to the final position reached. Although
the desired position is reached quite accurately (Figure 9(a)), the orientation
exhibits a small error at the end of the 144 second run, which is of the order
of 12◦. There can be multiple sources for the residual orientation error, one
of them being the skidding mechanism that the robot uses in order to turn,
which is inherently inaccurate. A component of this residual orientation error,
however, is also systemic: the orientation that is given to the robot as a refer-
ence when close to the destination is essentially that of a tangent to a circle
that passes through the current position and the origin and is tangent to the
x-axis at zero. Although this desired orientation converges to zero along the
circular arc as the latter is traversed toward the origin, small errors in the
y coordinate result to orientation references significantly different from zero
—this phenomenon is related to the fact that the destination is not Lyapunov
stable. In short, a control law of the form (5) makes the convergence of the
orientation to be sensitive to that of position.

An obvious way to try to alleviate the residual orientation errors caused by
this dependence is to have the robot converge to the x axis of the desired frame
as early as possible, and then follow it toward the destination. Dilations can be
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used to “bend” the integral curves of the dipolar field around the destination
to this effect, if deemed necessary.

For our implementation, and possibly due to the small translational speed
in the neighborhood of the destination, we did not observe any overshoot, and
thus control law (5) was adequate for our tests.

7 Conclusions

For nonholonomic mobile robots moving on the plane, this paper offers a new
method to combine navigation function based collision avoidance and motion
planning with nonholonomic control (both position and orientation). The dis-
tinguishing feature of new method compared to existing solutions is that it
allows the simultaneous convergence of both position and orientation while re-
ducing the need for on-line switching between different control laws, which can
cause chattering phenomena. The convergence properties of the method can
be shown analytically and the suitability for implementation is demonstrated
through experiments with a differential-drive, skid steering mobile robot.

The implementation also reveals that the method may be sensitive to im-
plementation limitations that may cause the vehicle to overshoot its desired
posture, forcing it to move away from the desired position before approach-
ing it again; this behavior is consistent with the nature of the nonholonomic
constraints that the system is subject to. Lastly, the convergence speed of the
different state variables may not be uniform; the proposed approach tends to
stabilize position faster and more accurately than vehicle orientation.
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A Transformed Vector Field Properties

Lemma 1 All integral manifolds of −Γ (x, y)T are closed curves that contain the origin,
and the latter is the only singular point of the vector field. Furthermore, as the integral
curves approach the origin, the direction of the tangent vector converges to zero.

Proof Let us consider the field −Γ (x, y)T and (x2−y2, 2xy)T. The cross product of the two
vector fields when embedded in R3 produces a third, which has as its third component the
expression −y cos (arctan2 (y, x)) + x sin (arctan2 (y, x)) ≡ 0. This means that at any point
(x, y, 0), the directions of vector fields −Γ (x, y)T and (x2 − y2, 2xy)T, coincide. The latter
field, (x2 − y2, 2xy)T, is known in literature [26] to produce closed orbits which are circles
tangent to each other at the origin.

The fact that the origin is the only singular point is obvious since Γ is nonsingular, and
−(x, y) has the origin as a stable node. Therefore, as the flow of any one of these vector
fields moves along these orbits, it will eventually encounter the origin. On the other hand,
the argument that the direction of the vector fields, given by 2 arctan2 (y, x) converges to
zero as the integral curve approaches the origin is found in [53].

Lemma 2 The field −Γ ∇ϕ maintains the collision avoidance properties of the field −∇ϕ
that has been generated by the navigation function ϕ.

Proof On the boundary of the free workspace, ∂
Sm
i=1Oi(q) = 1 and therefore sd(q) = 0.

When this happens, z = π sign(y) = ±π which means that Γ (z) = I2, where I2 is the identity
matrix on R2. If ϕ is a navigation function, then its negated gradient points away from
∂

Sm
i=1Oi. On the workspace boundary, the transformed field coincides with the potential

field of the navigation function, and thus inherits its collision avoidance properties.

Lemma 3 Transformation Γ introduces stationary points with empty attraction regions.

Proof The Γ function exhibits discontinuity on the y = 0 line, because of the sign function
it involves. The positive x semi-axis is particularly problematic, because this is where the
transformed field −Γ ∇ϕ will be directly opposed that of −∇ϕ (Figure 3); somewhere on
this line the vector field will have to reverse direction, and this is exactly where the stationary
point appears.

For any small neighborhood of (x, y) = (0, 0) and any ε > 0, there are points in this
neighborhood for which there is a sufficiently small a such that sd(x, y) < ε. This essentially
ensures that the transition, or “blending,” of the dipole field of Figure 3(b) with that of −∇ϕ
occurs within that neighborhood. Note that as (x, y) → (0, 0), since

Qm
i=1 βi converges to

a constant and γ(x, y) → 0, we have ϕ(x, y) ∝ ‖q‖2. Naturally, 〈−∇ϕ,−q〉 > 0 there, and
locally, the negated gradient field of ϕ resembles that of the stable node shown in Figure 3(a).

Along the x-axis where y = 0, −q is tangent to the x-axis and along each side of the
axis the vector field of −q points toward the axis. In the same area, where y is very small
and x is positive, Γ (q) rotates −q by more than π

2
, so that 〈Γ (q)(−q),−q〉 < 0. What this

implies is that the Filippov solutions [15] of −Γ ∇ϕ that start from the discontinuity line
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when x > 0 diverge from it. In contrast, the Filippov solutions that start at y = 0 when
x < 0 form a sliding mode and “slide” along the axis as they approach the origin—these
are not problematic because they converge with the desired orientation. Thus, along the
discontinuity surface the only sliding motion that exists converges to the origin, whereas no
solution converging to the stationary point at the positive x semi-axis exists.

Lemma 4 All integral curves of −Γ (q) ∇ϕ(q) converge to q = 0 asymptotically along the
negative x axis, and their common derivative at q = 0 is aligned with the x axis.

Proof Trajectories are bounded in a compact set W \
Sm
i=1Oi, (the bar denotes closure)

so there is a limit set inside the compact set where the trajectories converge. The critical
points of −∇ϕ other than q = 0 do not change nature under the transformation, because Γ
is continuous around any one of these critical points, and ϕ is Morse. Thus all critical points
other than the destination q = 0 remain unstable, with an attraction region of measure zero.
Unless there are additional attractors, the origin must be the only attractive component of
the limit set.

In principle, the transformation induced by Γ may introduce a limit cycle. For a suf-
ficiently small a, Γ is bound to apply only around q = 0, so if there is a limit cycle the
equilibrium encircled must be q = 0. This implies that hypothetical limit cycle must in-
tersect with the x-axis. However, the proof of Lemma 3 states that Γ makes the positive
x-axis around the origin, repulsive. Therefore, it is not possible for trajectories to cross it
on their way to the hypothetical attractive limit cycle. By contradiction, the possibility of
limit cycles existing around the origin is excluded, leaving the origin as the only attractive
component of the positive limit set in W \

Sm
i=1Oi.

To see why the integral curves of the vector field F (q) near the origin (Figure 3(b))
approach q = 0 with zero slope, note first that these curves cannot reach the origin from
the right half plane; this is because the positive x-axis is rendered repulsive. On the left half
plane, near the origin and close to the x-axis, Γ (q) converges to the identity matrix; along
the y-axis the −Γ ∇ϕ(q) tends to (±y, 0)T, with the sign depending on the side of the x
axis the limit is evaluated on. The only possible direction of approach to the origin for the
integral curves of −Γ ∇ϕ(q) is along the negative x-axis, which suggests that the slope of
the vector field −Γ ∇ϕ needs to tend to zero as x→ 0−.


