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Abstract— This paper offers new analytical conditions on the
system parameters of a particular class of planar dynamical
systems which would allow them to undergo a Hopf bifurcation.
These systems are constructed as a means of generating
multiple behaviors from the same single continuous dynamical
system model, without resorting to switching between distinct
component continuous dynamics associated to each behavioral
mode. This work builds on recent advances which introduced
motivation dynamics as an efficient way to design multi-
behavioral systems. The contribution of this paper is that it
expands the scope of the motivation dynamics approach, and
offers explicit analytic conditions on the system parameters
to guarantee the existence of bifurcations, which can then
be utilized to better engineer the structure and location of
the resulting equilibria. Numerical simulations confirm the
theoretical predictions for the onset of the Hopf bifurcations.

I. INTRODUCTION

Multi-behavioral dynamical systems can emerge as switch-
ing [1] or hybrid systems [2]–[4], with component dynamics
given by low-level controllers, each representing distinct
behaviors or modes. The switching logic can be dictated by
a continuous temporal signal [1], which can be random or
deliberate (based on specific timed or state-based events),
or some discrete [2], [3], possibly temporal [4] logic. Due
to their additional discrete nature, the stability analysis
of switched and hybrid (multi-behavioral) systems can be
challenging, particularly when there are multiple equilibria,
and especially when those are not isolated equilibria [5].

The need for having systems that can selectively exhibit
multiple dynamical behaviors is prevalent in robotics, from
legged locomotion [5] to motion planning [6], [7], and
even pediatric rehabilitation [8]. The latter application space
provides motivation for the work in this paper. In a recent
pediatric motor rehabilitation study [9] mobile robots were
deployed in play-based activities to socially interact with
infants and keep them moving in pursuit of particular mobil-
ity developmental objectives (Fig. 1). The ability of robots
to switch behaviors and adapt in real-time to the response
of children has been shown to be key for promoting motor
rehabilitation outcomes [9].

While existing work on decision-making and planning
for robotic-assisted pediatric motor rehabilitation work is
based on discrete models of computation, scaling up the
number of scene participants (robots and / or children) will
undoubtedly lead to both computational (at the planning
level) as well as analytical (at the dynamic stability level)
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Fig. 1: Snapshot of an infant engaging with a toy robot in the
context of play-based activities within an enriched pediatric motor
rehabilitation environment. Steering the motion of the toy robot by
closing a feedback loop around the child responses has been shown
to allow real-time regulation of the social interaction between the
robot and the child [9].

challenges. One hypothesis for circumventing some of these
foreseeable obstacles, is to modify the dynamical system
modeling framework by exploring multi-behavioral systems
that arise from certain types of bifurcations [10]. Using
such a modeling paradigm, one can produce a continuous
range of dynamical behaviors from the interaction of single
set of continuous (navigation) dynamics which are driven
by another set of also continuous (motivation) dynamics.
This type of navigation-motivation dynamics interaction has
been introduced as an alternative to switched systems [10].
Contrary to most existing work on planning and control
based on temporal logic, which automatically synthesizes
switching protocols that determine which of the modes of a
switched system are activated (e.g. [5], [11], [12]), in the con-
text of motivation dynamics the combination of dynamical
behaviors is expressed as a weighted sum with the weights
taking real values dynamically in the [0, 1] interval. Existing
work exploring this idea [13] has introduced conditions, that
can guarantee the existence of a Hopf bifurcation. However,
existing conditions for the onset of such bifurcations rely on
rather restrictive assumptions. For instance, for the derivation
of the existing conditions it is assumed that one of the
eigenvectors of the Jacobian of the function on the system’s
dynamics right hand side is equal to the image of one



of the vector fields evaluated at the deadlock. While this
assumption is definitely analytically expedient, it narrows
down significantly the range of cases that can be consid-
ered for creating the bifurcation. In addition, the existing
analysis [13] involves the synthesis of two vector fields
corresponding to isolated point attractors. A different (to
pitchfork bifurcation unfolding) approach to generating Hopf
bifurcations along the lines of motivation dynamics is based
on singular perturbations [14]. This alternative idea allows
the use of limit cycles as component vector fields and is
thus conceptually related to the approach reported here. Yet,
due to analytical complexity of this singular perturbation
approach, the problem is simplified through fixing the values
of the flow parameters and avoiding intersections between the
limit cycles.

The contribution of this paper is to relax the existing
assumptions under which a motivation dynamics system
exhibits a Hopf bifurcation. There are no explicit assump-
tions that link the eigenvectors of the system’s Jacobian to
the component vector fields, and what is more, this paper
considers the new case of using pitchfork unfolding, where
these vector fields can be limit cycles. Thus, the number
of parameters that enter the analysis is now expanded;
in addition to the bifurcation parameter, via the analytical
expressions now offered, the designer can also pick the
distance between the (point or set) attractors, the radii of
the limit cycles, as well as the stagnation point of the
combined vector field (which will later be referred to as the
deadlock). In summary, by lifting some existing assumptions
and broadening the class of component vector field models,
the range of potential behaviors that can now be produced via
the motivation dynamics approach is significantly expanded.

The rest of the paper is organized as follows. In addition
to defining necessary terms, variables, and their associated
dynamics, Section II introduces a key theorem1 [15], [16,
Theorem 4.3.2] which establishes the conditions for the ex-
istence of a Hopf bifurcation in the multi-behavioral system
of this paper. Then, Section III lays out the mathematical
description of the problem considered here, and is followed
by Section IV which presents the main technical results of
the paper. Section V confirms the theoretical predictions and
illustrates numerically the anticipated behavior through a
detailed example. The paper closes with a quick overview
in Section VI.

II. MATHEMATICAL PRELIMINARIES

Suppose that for x ∈ Rn parameterized by µ ∈ R system

ẋ = fµ(x) (1)

has an equilibrium at x0 for µ = µ0 at which the following
properties are satisfied.(cf. [16, Theorem 3.4.2]).

Theorem 1 ([15]; cf. [16]): Dxfµ0 |x0
of the right-hand-

side of (1) has a simple pair of purely imaginary eigenvalues

1The theorem statement is slightly adapted here for simplicity and com-
pleteness, suppressing some background information which is not central to
this analysis.

±i ω for ω > 0 and no other eigenvalues with zero real parts,
then

1) there is a smooth curve of equilibria (x(µ), µ) with
x(µ0) = x0, and the eigenvalues λ(µ), λ̄(µ) of
Dxfµ0

(x(µ)) which are imaginary at µ = µ0 vary
smoothly with µ.

2) if, in addition,

dReλ(µ)

dµ

∣∣∣
µ=µ0

= d 6= 0,

then there exists a unique three-dimensional center
manifold passing through (x0, µ0) ∈ Rn × R, and a
smooth change of coordinates for which the Taylor
expansion of (1) of degree three on the center manifold,
is given in polar coordinates in the form

ṙ = (dµ+ a r2)r θ̇ = ω + c µ+ b r2,

for suitable constants a, b, and c. For a 6= 0, there is a
surface of periodic solutions on the center manifold.
• If a > 0, the periodic solutions are repelling;
• If a < 0, the periodic solutions are stable limit cycles.

�

Let w = (x, y) ∈ D ⊆ R2, and consider planar vector
fields Fi(w) : D → TD, for i ∈ {1, 2}. Each vector field
has an associated (Lyapunov) function fi : D → R for which
it is known that

ḟi = ∇ᵀfi Fi ≤ 0 ,

with the equality hold for when it is evaluated at the
equilibrium points.

Let m1, and m2 represent scalar variables which range
in [0, 1] such that m1 + m2 = 1. Intuitively, mi express
the degree to which the dynamical behavior captured by
Fi manifests itself in the system. The motivation state of
the system is hereby defined as the pair (m1,m2), with the
understanding that mi can have dynamics of their own and
thus evolve over time.

Based on Fi and mi, the navigation dynamics are defined
as a new dynamical system formed as a convex combination
of Fi using the motivation state variables mi as weights

ẇ = m1(t) · F1(w) +m2(t) · F2(w) . (2)

Defining the mean-difference coordinates

F̄ =
F1(w) + F2(w)

2
∆F = F1(w)− F2(w) (3a)

f̄ =
f1(w) + f2(w)

2
∆f = f1(w)− f2(w) (3b)

m̄ =
m1(t) +m2(t)

2
∆m = m1(t)−m2(t) , (3c)

dynamics (2) can be expressed as

ẇ = 1
2 [∆m ·∆F + 4m̄ · F̄ ] . (4)

Now fix m̄ = 1/2 [13] and for σ ∈ R impose the following
motivation dynamics

d∆m

dt
= ∆m (σ −∆m2) + ∆f (1−∆m2) , (5)



which will introduce a pitchfork Hopf bifurcation with σ as
its bifurcation parameter.

Having fixed m̄, (4) now reduces to

ẇ = 1
2∆m ·∆F + F̄ . (6)

Corollary 1: An equilibrium (wd,∆md) of (5)–(6) is
called a deadlock if ∆md = 0. �

III. PROBLEM FORMULATION

A. Problem statement

Consider planar vector fields of the form, for i ∈ N,

ẋ = ri(y − yci)− (x− xci)[(x− xci)2 + (y − yci)2 − r2
i ]

ẏ = −ri(x− xci)− (y − yci)[(x− xci)2 + (y − yci)2 − r2
i ],

admitting circular limit cycles centered at (xci, yci) with radii
ri. The associated Lyapunov functions are given in the form

fi(x, y) = 1
2

[
(x− xci)2 + (y − yci)2 − r2

i

]2
.

The objective is to design navigation and motivation dynam-
ics (5)–(6) that can exhibit a multitude of stable steady-state
behaviors depending on the choice of µ.

B. Assumptions

For the purposes of the analysis in this paper, the following
simplifying assumptions are made:

Assumption 1: i ∈ {1, 2}.

Assumption 2: ri = r > 0.

The following assumption simplifies analysis without loss
of generality:

Assumption 3: (xc1, yc1) = (0, 0), yc2 = 0 and xc2 =
xdis > 0.

With these assumptions in place, the expressions for
the component vector fields and their associated Lyapunov
functions reduce to

F1 :

{
ẋ = ry − x(x2 + y2 − r2)

ẏ = −rx− y(x2 + y2 − r2)
(7a)

F2 :

{
ẋ = ry − (x− xdis)[(x− xdis)

2 + y2 − r2]

ẏ = −r(x− xdis)− y[(x− xdis)
2 + y2 − r2]

(7b)

and

f1(x, y) =
(x2 + y2 − r2)2

2
(8a)

f2(x, y) =
[(x− xdis)

2 + y2 − r2]2

2
. (8b)

IV. MAIN RESULTS

Proposition 1: Given (7)–(8), there is a deadlock for (5)–
(6) at (wd,∆md) = (xdis/2, 0, 0).

Proof: Direct derivation: at the deadlock, ∆md = 0
(Corollary 1). Given that ∆m = 0 and should remain
constant at md,

∆f = 0
(5)

=⇒ d∆m
dt

∣∣∣
∆m=0

= 0

(3b)(8)
=⇒ (x2 + y2 − r2)2 = [(x− xdis)

2 + y2 − r2]2 . (9)

One of the solutions of (9) is xd = xdis/2. Substituting into
(6) given that (wd,∆md) is equilibrium (and recalling that
w = (x, y)) yields

dx
dt

∣∣∣
xd,∆md

= 0
(6)

=⇒ F̄x |xd,∆md
= 0

(3a)(7)
=⇒

ry−x[x2 +y2−r2] = −ry+(x−xdis)[(x−xdis)
2 +y2−r2]

=⇒ 2ry = 0 =⇒ yd = 0 ,

which suggests that yd = 0. Therefore, the equilibrium
coordinates are indeed (wd,∆md) = (xdis/2, 0, 0).

The Jacobian of the system vector field (5)–(6) is a 3-
dimensional matrix represented in the form

J(w,∆m) =

J11 J12 J13

J21 J22 J23

J31 J32 J33

 , (10)

which is naturally parameterized by xdis, r, and σ, given (7)
and (5). This matrix is evaluated at the deadlock:

Jd , J(w,∆m) |w=wd,∆m=∆md
.

Proposition 2: Under the following two conditions on the
elements of the system’s Jacobian (10) evaluated at the
deadlock (wd,∆md):

(i) an equality constraint:

−J2
11(J22 +J33)−J2

22(J11 +J33)−J2
33(J22 +J33)

+ J11J12J21 + J11J13J31 + J22J23J32

+ J22J12J21 + J33J23J32 + J33J13J31+

J12J23J31 + J21J13J32 − 2J11J22J33 = 0 , (11a)

(ii) an inequality constraint:

tr Jd = J11 + J22 + J33 < 0 , (11b)

Jd has two purely imaginary eigenvalues and one real
negative eigenvalue.

Proof: The characteristic polynomial of (10) is

λ3 − tr Jd · λ2 − (trJd)2 − tr J2
d

2
λ− det Jd . (12)

A third degree polynomial with two purely imaginary roots
λ1,2 = ±αj ∈ I and one real eigenvalue λ3 = β ∈ R has
the general form

λ3 − βλ2 + α2λ− α2β . (13)



Matching the coefficients of (12) and (13),

β = tr Jd (14a)

α2 = − (trJd)2 − tr J2
d

2
(14b)

α2β = det Jd . (14c)

Plugging (14a) and (14b) into (14c) yields

[(trJd)2 − tr J2
d ] tr Jd

2
+ det Jd = 0 ,

expansion of which gives (11a).
Condition (11b) comes directly from the assumed expres-

sion for the 3rd root, λ3 = β, which in order to be negative,
and in view of (14a),

β = tr Jd < 0 . (15)

The left hand side of (15) expands to

trJd = σ+0.5
(

2r2 − 0.5x2
dis

)
+0.5

(
2r2 − 1.5x2

dis

)
.

Condition (11a) of Proposition 2 is a 2nd order polynomial
in σ and allows for two possible solutions which can be
written with respect to xdis, r:

σ1,2 =
1

2
(
2r2 − x2

dis

)[− r4x2
dis + a10r

4 + 2a13r
2x4

dis

− a10r
2x2

dis + a8 x
6
dis − x4

dis ±
√
P (r, xdis)

]
, (16)

where

P (r, xdis) = r8x4
dis− r6x6

dis +a1r
6x4

dis +a2r
6x2

dis +a3r
6

+ a4r
4x8

dis − a1r
4x6

dis + a6r
4x4

dis − a3r
4x2

dis

+ a6 r
2x10

dis − a6 r
2x8

dis + a7r
2x4

dis

+ a8 x
12
dis + a6 x

10
dis + a9 x

8
dis , (17)

with a1 = 2, a2 = 8, a3 = −16, a4 = 0.375, a5 = −2,
a5 = −5, a6 = −0.0625, a7 = −4, a8 = 0.00390625, and
a9 = 0.25. When

P (r, xdis) < 0 ,

then the solutions (16) are complex and are discarded —in
this case it is acknowledged that there no Hopf bifurcation
can be triggered for the particular choice of (xdis, r).

Still, even when both solutions (16) are real, there is an
additional condition to be satisfied in order to guarantee a
Hopf bifurcation: according to (11b), the values of the system
and bifurcation parameters should satisfy

σ < x2
dis − 2r2 . (18)

Ultimately, a real solution of (16) which satisfies (18)
signifies the existence of a Hopf bifurcation, and becomes
the critical value for the bifurcation parameter σ. In Fig. 2,
any (xdis, r) combination away from the red region offers a
candidate critical bifurcation parameter (found on either the
blue or yellow surfaces). Whether this candidate σ indeed

yields a navigation-motivation dynamics that exhibits the
bifurcation depends on whether the corresponding (xdis, r, σ)
point lays below the green surface, which is associated with
the range of validity for (18).

Fig. 2: Graphical representation of the solution space for the bifur-
cation and system parameters as given by (16) and (18). The red
area marks the (xdis, r) set where σi turn out complex; The green
surface marks the boundary of (18) with points above satisfying
it; the yellow and blue surfaces represent the two solutions (16).
The values of the system parameters (xdis, r), therefore, that enable
a Hopf bifurcation lay on the region away from the red area and
under the region where the green surface is on top of either the
blue or the yellow. A Hopf bifurcation exists with critical value for
the bifurcation parameter σ on either one of these two curves under
the green boundary.

V. NUMERICAL EXAMPLE

Consider two limit cycles generated by (7) when parame-
terized with r = 1.2 and xdis = 2.5; see Fig. 3.

The associated Lyapunov functions are given by (8), and
Proposition 1 predicts that a deadlock will be located at wd =
(1.25, 0). Indeed, a graph of F̄ where the region where ∆f =
0 is marked highlights this location on the x-y plane (Fig. 4)

At (xdis, r) = (2.5, 1.2), the critical bifurcation parameter
is found to be σc = 0.565. This value of the bifurcation
parameter satisfies both conditions of Theorem 1 since the
Jacobian (10) has two purely imaginary eigenvalues and one
negative real eigenvalue:

λ1,2 = ±0.16 i , λ3 = −2.8 ,

while
dλ

dσ

∣∣∣
σ=0.5652

= 2.4 6= 0 .

When σ < σc, the trajectories of the navigation dynamics (6)
converge to a point attractor. When σ > σc, the trajectories
of (6) converge to a (new) limit cycle —distinct from F1

and F2. The particular parameter combination (xdis, r, σ) =
(2.5, 1.2, 0.565) is in fact on the lowest (blue) surface in the



detail of the 3D plot of Fig. 2, and marked with a black dot
in the blow-up depicted in Fig. 5.

-2 -1 0 1 2 3 4

-3

-2

-1

0

1

2

3

Fig. 3: The two limit cycles considered for numerical simulations,
parameterized with values satisfying the conditions of Proposition 2.
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Fig. 4: A graphical representation of the vector field F̄ , on the x-y
plane where the zero level set of ∆f is marked with a blue line.

Figure 6 illustrates more explicitly the evolution of the
navigation-motivation dynamics (6)–(5) for two values of
σ on either side of the critical bifurcation parameter. The
oscillatory behavior of the trajectories corresponding to σ =
0.6 is indicative of the limit cycle, while the convergence

x → xdis/2, y → 0, ∆m → 0 reflects the point attractor
(which is actually the deadlock).

Fig. 5: Three dimensional representation of the parameter selection,
indicating how the geometric parameters and critical bifurcation
parameter chosen for the particular example satisfy the conditions
of Proposition 2.
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Fig. 6: Evolution of the three states of the navigation-motivation
dynamics when σ = 0.5 < σc and σ = 0.6 > σc.

Figure 7 illustrates the distinct different in the behavior
of the navigation dynamics on the x–y plane once the bifur-
cation parameter crosses the σc threshold. Figure 7a depicts
a representative w–trajectory for σ = 0.5 < σc (cf. Fig. 6)
that is converging to the deadlock wd. In contrast, Fig. 7b
shows that for σ = 0.6 > σc, the navigation dynamics (6)
converges to a distinct limit cycle, which surrounds wd and
is neither that of F1 nor F2 (cf. Fig. 3).

VI. CONCLUSION

Continuous dynamical systems can exhibit multiple dis-
tinct behaviors deliberately triggered through the adjustment
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Fig. 7: Trajectory evolution of the system on the 2D space when
σ = 0.5 < σc (a), and σ = 0.6 > σc (b).

of a particular parameter. Such continuous dynamical sys-
tems can switch between the multiple behaviors through
a process of unfolding a (supercritical Hopf) bifurcation.
Existing cases of multi-behavioral systems designed by lever-
aging this process showcased combining two distinct point
attractors to generate a limit cycle, under rather specific
and arguably restrictive conditions. This paper reports on
a direct approach, within the same general framework of
bifurcation unfolding through feedback, in which (i) several
assumptions on the system parameters are lifted, (ii) an-
alytic conditions allowing the deliberative selection of the
system’s parameters are derived, and (iii) an example case
of combining two limit cycles to produce a third new one
via the bifurcation is showcased. Through the methodology
reported in this paper one can, for example, determine

the location of the bifurcation deadlock, or reconfigure the
location of the component vector fields blended through the
motivation dynamics approach. This flexibility is critical for
applying the theory to applications such as the motivating
case of mobile robot control for reactive child-robot social
interaction.

Admittedly, the bifurcation-based multi-behavioral system
design approach is limited to planar dynamical systems. Still,
the class of applicable problems is rich and includes many
instances of ground or marine vehicle coordination.

While the problem formulation of Section III particular-
ized the analysis to the case of two planar limit cycles, the
conditions offered by Proposition 2 are general and apply
irrespectively of the complexity of the navigation dynamics
component vector fields. It is thus expected that the results
of this paper expand the possibilities for design of multi-
behavioral systems through (Hopf) bifurcation unfolding.
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