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Abstract— This paper addresses the optimal planning prob- Similarly to [6], [7], this paper focuses on hybrid systems
lem on register automata, a special class of finite state matttes  jn which the switching is controlled through the selectidn o
which can process continuous inputs. Register automata emge 5 et of parameters. However, here the component continuous

as abstractions of a class of switched dynamical systems Wit d . f this hvbrid t h
convergent continuous component dynamics, and dwell times @YNamics 0 IS hybrid system have some convergence

sufficiently large to allow convergence to neighborhoods of Properties which support particular discrete abstrastion
parameterized limit sets in finite time. A word in a register the form of register automata [8], [9]. Without including
automaton corresponds to a specific switching sequence in continuous dynamics—contrary to timed automata—these
the switched system. The goal is to construct switching ingu models manipulate continuous data. We show that under

sequences with the appropriate limit set parameterizationso tai diti h ist ¢ t bstracti
that the switched system is steered to a given region of itsate certain condriions, the register automata abstractions ca

space in minimum time. weakly simulate the concrete hybrid system, and preserve
Index Terms— Hybrid systems, register automata, dynamic Some of its continuous information in a resolution-free way
programming. We utilize regular expressions [1] to generate the sequeice
control modes and developce variant yielding the optimal
I. INTRODUCTION parameterizations of the controllers sequenced.

This paper investigates the optimal planning and control Section Il introduces the particular class of hybrid system
design for a class of hybrid systems with convergent cor&nd some notions from automata theory. Section Il presents
tinuous dynamics. A hybrid system in this class consistée finite model as an abstraction of the hybrid system and
a set of low-level continuous controllers, each giving riséome relevant results to be used in subsequent optimization
to a vector field which has a parameterized positive liminethod. In Section IV we present a solution to the planning
set. We assume that the control objectives can be achieveblem on the register automata. A case study in Section V
by temporally sequencing number of different controllers. serves as an illustration of the abstraction method and-time
Controller sequences are subject to constraints relating @ptimal control design. Section VI concludes the paper.
how the different parameterized component dynamics can I
switch between each other. To plan this temporal sequencing o .
of controllers in order to achieve a certain reachabiliskta L€t > be a finite set of symbols;, andD C R*. Pairs of
in a time-optimal fashion, we propose a new purely discref@® formw; = (o;,d;) € X x D are calleddata atomsand
abstract computational model, and develop a way to appl(})rm finite sequences ovet x D, w = wi ---wy, called
dynamic programmingoP) on this model. The reachability data words The length of w is denoted|w|, and dom(w)
specification is expressed in terms of first order logic. 1S the index set{1,.... |w|} of the positions of the atoms

The optimal control problem in hybrid systems has beelfi = (9i,di) in w. Fori € dom(w), val, (i) = d; is the -
studied under a diverse set of problem formulations and@ta projectionmap that gives the data \{alue associated with
approaches. In [2], a hybrid system with a a discretizea stafh® Symbolo;. Automata operate on strings € (X x D)*.
space is considered, a cost function is defined, and a valueP€finition 1 (Register Automaton [8]-[10)A ~ non-
function which lower bounds the optimal cost is introducegdeterministic - two-way  register automaton is a tuple
A two stage decomposition is used to parameterize tH& = (240, F; %, D, k, 7, A), in which
switching instants in the switched system in [3], [4]. Refere Q is a finite set of states;
ence [5] addresses optimal timing in hybrid systems when thego € Q is the initial state;
scheduling sequence of the control modes is predetermined” C Q is the set of final states;
and the instantaneous cost function is continuously vgryine ¥ is a finite alphabet;

Instead of considering the switching times as the design D is an infinite set of data;

parameters, the optimal parameterization of a switching & € N indicates the number of registers;

surface is analyzed in [6], A two-layer optimization apmoa « 7 : {1,...,k} — D U {@} is the register assignment,

is adopted in [7], where the lower level optimally selects thwhere means that the register is empty. Given input data

parameters of the switching surface, while the higher lev@tom(o, d), define the seTest(r) of register tests (first order

schedules the transition sequence. logic formulae) of the formiy € Test(r) £ d < 7(i) |
d<T1(i)]|—o w1 Np2, t€{1,... .k}
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Test(1) = {UE_10,(1), pu }: (1) 0r-(3) : d = 7(3); (2) Puw : Let ¢, (¢, z0;p) denote the flow of vector field, (z; ¢, p)
Ah=1,...x(d=T(h)). passing fromz, at time ¢ = 0. The positive limit set
Given a data wordv, a configurationy of R is a tuple in control modeo, when parameterized by is denoted
lj,q.7], whereq € Q, 7 is a register assignment, and L™ (p,s) and its existence is ensured by the compactness and
§ € dom™ (w) with w(j) = (o, d;). A configuration[j, ¢, 7]  invariance ofX. We will assume thaf.*(p, o), for a given
with ¢ € F' is accepting, while a configuration of the formo and for allp € P is path connected. If it is not, and there
[1,q0,70), With go € Q is an initial one. The transition areB(c) isolated components; (p, o) fori =1,..., B(o),
(i,q,00(i)) 2 (¢,6) (respectively(q,¢w) —> (¢,i,8)) one can refine control modeinto o, ...o(?), one for each
appliesto v iff ¢, (i) : d; = 7(i) is true (respectively, L;'(p,a). Let Q;(p,o) C X be the attraction region of each

o :d; # 7(h) forall h € {1,...,k}, is true). For the case o'. The RosTs and REs are related to the limit sets and
of the read, upon reading;, R enters stateg’ and the read their attraction regions as follows:

. S ST g g _
head moves in the direction 6fi.e.,j’ = j+ 1,7 =j,5' = {(z,p) | (z,p) E T} C {(@,6,p) |z € Lf (p,0") @ B.},

j — 1 for 6 = right, stay, andleft, and the configuration is — ;
updated to[j’, ¢, 7]. For the case of the writeR enters (%) | (z:p) F 0} C {(z.6,p) |z € X(p,0")}
stateq’, d; is copied to registef, and the read head an  where @ the Minkovski (set) sump. is the open ball of
moves in the directioid (in this order). The configuration is radiuss. For simplicity we assume that f&f of Definition 2,
now [5',¢’, 7'], wherer’ denotes the contents of the updated- does not afford any further refinement.
register. If there are no left-transition$ € {stay, right}) in As a result of the continuous flow of, parameterized
R, it is calledone-wayregister automaton. by p, we say that the composite stateevolvesto some
The special class of hybrid systems considered in this,
paper is defined as follows.
Definition 2 (Hybrid Agent):The hybrid agent is a tuple:
H=(Z,%,P,m AP, ., ,sT).
o Z =X x L is a set oftompositgcontinuous and boolean)
states, wheret C R" is a compact set, and C {0,1}".
o Y is a set of finite discrete locationsqntrol modeks
e 1: X —{1,...,k} is a bijection, indexing-.

her composite state/, written z w Z'. A sequence of the
form (o1,p1) -+ (on,pn) IS aninput to H, specifying how
parameterized control modes are to be concatenafEd it
configuration[z, p, o] in H, (¢’,p’) is admissibleif there is
alzp, o'l € Zx X xP such thatl'([z, p,o]) = [0, 0].
A pair of data atomgo;,p;)(c;+1,pj+1) is admissible at
[z,0,p] if 0 =0,, p=pj;, and there is &’ € Z for which
o [p;]

« P C R™ is a vector of continuous parameters. z = z' with (0j41,p;j+1) being admissible at’, p;, o;].
em : R™ — R™ fori = 1,...,k is a finite set of A data wordw = wy---w, = (01,p1) " (On,pn) is
canonical projections, such that= [r,(p), ..., 7 (p)]". admissible if every prefix ofv is admissible.

o AP: {ay,}7'F, is a set of (logical) propositions and AP The planning problem addressed is the following:

is used to denoté—ay, }77, . Problem 1: Given a hybrid agentH with initial

o [o: X x L X P — TX is a finite set of vector fields state z; and parameterpy, find an admissible input

parameterized by € P and/ € £, with o € &, with respect (o1,p1)--- (on,pn) (N to be determined) so that the con-
to which X' is positively invariant. These vector fields havefiguration of H after the Nth transition satisfies a set of
limit sets which are parameterized by P. propositions denotedr&Ec C AP U {-AP} with py in the

o % — 24PYU7AP maps a mode to a set of propositions setP; = {p| 3z € Z: (z,p) = SPEC}.

denoted REe(o) that need to be satisfied for the system to

switch to moder. When composite state and parametep
satisfy FRE(c) we write (z,p) = 7. The relation between the composite states and parameters

« 7% — 2APU-AP maps a mode to a set of propositions of H and the states of the register semiautomatin
denoted BsT(0) that are satisfied when the vector fieldformalized by means of a discrete map as follows:
reaches steady state. When composite statad parameter ~ Definition 3 (Valuation map)The valuation mapVjy:

p satisfy RoST(0) we write (z,p) = 7. AXXLxP—-VC{1, 0}‘“47)‘ is a function that maps a pair
e 5. Z x P — P is the reset map for the parameters. lof composite state and parameter, to a binary vectar)
assigns to eachr, p) a subset ofP from which the current of length|AP|. The element at positiohin v, denotedv[i],

Ill. SYMBOLIC ABSTRACTION

value ofp € P can be chosen. is1oro0if a;,a; € AP is true or false, respectively, for a
o« T: ZxPx¥ — ZxP xX is the location transition map, particular pair(z, p). We write ;(z, p) = v[i], for v € V.
accordingio which(z, p, o) — (2,9, 0") iff (z,p) = & and Let us relate 8ec with a set of binary vector¥s,.. C
(z,p') £ o’ with p’ € s(z,p). V according to:Y v € Vgpee, v[i] = 1 if ; € SPECN
The configurationof H is denotedz, p, o]. AP, v[i] = 0 if a; € SPECN —AP and[i] € {0,1} if

This model is intended to describe a continuous dynamicéi ¢ SPEC. To represent,.. compactly we will denote
system that switches between different control laws based 81 v[i] € {0,1} using the symbok.
some discrete logic. Ii#L, the continuous vector field, of ~ The register automataR (H) which serves as an abstrac-
control modes € ¥ evolves in the same compact set andion of H is now defined as follows:
always converges to some limit set, the location and shapaA semiautomaton is an automaton without defining initial &l
of which is defined by its parameterizatipre P. states.



Definition 4 (Induced register semiautomatofihe de- triggers a write transition first. After the write transiior
terministic finite one-way register semiautomaton indumged takes the value of;. The machine still reads; = (o, p;)
hybrid agentH (with reference to Definition 2), is a tuple on the input tape since the read head stays. Upon reading

RH)=(Q,%,P,1,7,A). w; again, the machine now finds = p;, a read transition

« QO = {q € {0,147 |32 Z peP: Vi(z,p) = q} is triggered and the read head advances on%step. In this
is a finite set of states. case configuratiorij, ¢, 7] evolves as followsy ~* ¢ <

« Y is the alphabet shared wiH. .a,7] 2 [i.q', 7] 2 [j + 1,¢,7], whereg' is some

« P is an infinite set of data coinciding witR of H. intermediate state where the machine lands right aftengaki

« 1 denotes a singlé-dimensionalarray register. the write transition. We thus see that a composite tramsitio

« 7 :1+— PU{o} is the register assignment map (weeither includes a single read transition or a write traositi
denoter(1) = 7). Given input data atono,p) € ¥ x P, followed by a read transition—the latter referred to as a

the setTest(7) consists of formulae defined hy = p =  write-read transition pair.
T | mi(p) = (1) | p € @(1) | ~¢ | ¢ A, Wherej € m
{1,...,k},c e ¥ andq € Q. To ensure that plans devised on the abstraction are imple-

« A is a finite set of transitions of two types, (a)read mentable on the concrete hybrid system, we need to establish
transition (¢, T) 2 (¢/,right) is defined ifffor all z such an equivalence relation betwe®{H) andH such that any
that Vs (2, 7) = ¢, it holds that(z,7) = 5; and3 2’ € Z  admissible data word generatedR{H) is guaranteed to be
such thatVy, (2/,7) = ¢’ with (2/,7) = 7;. T € Test(r) implementable inH. To this end, let us recall the concept

is true iff p; = 7 given inputw; = (oj,p,). (b) awrite of a transition system.

transition (q, ;) A (qI’L(Uj),stay) is defined iff for all Definition 5: A labeled transition systens a tupleT =
z such thatVi(z,7) = ¢, there existsp; € s(z,7), (Q,%,—) where: 1)Q is a set of states, 2 is a set
Vum(z,p;) = ¢ and (z,p;) E &;. Associated with this of labels, 3)—C @ x ¥ x @Q is a transition relation. For
transition, a set valued map is defined @g7) = {p’ | (q1,0,92) €— we write g; > go.

Vze Z:Viu(z,7) =q,p € s(z,7) that satisfiegz,p’) = In T, we distinguish an element € ¥ and we call a
&; andViy(z,p') = ¢ and Ty (P') # T, (T)}. Each transition labeled\ silent. We writeq ~ ¢’ to denote thay’
set-valued map is indexed withe {1,...,W} whereW is reachable from with an arbitrary number of transitions,

is the total number of write transitions. At configurationandg - ¢’ if ¢ is reachable frong with an arbitrary number
[, ¢, 7], upon receiving inputv; = (c;,p;), a read transition of A transitions interleaved with am € X\ {\}; that is,
(¢, T) Z (¢, right) appliesiff p; = = and the machine g~q < ¢ ¢/, while ¢ 5 ¢/ & ¢ 2 ¢/, 2

moves to statey’ and the input read head advances one Definition 6 (Weak (observable) simulation [11]):
position. Onw,; = (oj,p;), a write transition(q, ¢;) %, Consider two (labeled) transition systems over the samgt inp
(¢, (o), stay) appliesiff p € ¢;(7). The machine reaches alphabetr, T1 = (Q1, Y7, —1) and Ty = (Q2, X1, —2),

¢’ without moving the input read head and updateso and letX, C X be a set of labels associated with silent

T = p,. transitions. An ordered binary relatidh on @Q; x Q2 is a
Without any ambiguity,® 2 |J, ¢i(-), the set of all set- weak (observable_') simulatiaift (i) R is total, i.e., for any
valued maps associated with write transitions. q1 € @ there existsg, € Q2 such that(qi, ¢2) € %, and

A data atom(s;, p,) is admissibleat configuratiorjj, ¢, 7] (i) for every ordered paifq:,¢2) € 9 for which there exists
if there is a transition inA applies to[j,q,7] on input ¢; such thatg; ~31 ¢}, then3 (¢f,¢5) € R : @2 32 ¢b.
(oj,p;). A pair of data atomgo;,p;)(0j41,pj+1) is ad- ThenT, weakly simulatesI’; and we writeTs > T;.
missible if there is a transition i\ that applies tdj, ¢, 7] Theorem 1:The hybrid agentH weakly simulates its
on input (¢, p,), taking R(H) to [j + 1,¢,7'], where a induced register semiautomatdR(H) in the sense that
subsequent transition i applies to, on inputo;1,p;41). there exists an ordered total binary relatigh such that
A data wordw = wi...w, = (01,p1) - (On,pn) is (,2) € R & I p € P,VM_(z,p) = ¢, which satisfies
admissible if every prefix ofv is admissible. (g,2) € ® C Q x Z andq ~4 ¢ with w; = (0;,p;) =

A concatenation of any number of write transitions with 7]

inal q » ) dby i King th ByezZ:z & 2 with (¢,2) € R
single read transition triggered by input atam, taking the Proof: First we indicate thafR is total by construction,

machine from state to stateq’ is denotedg ~ ¢/, and we since anyq € Q such that for all(z,p) € Z x P
refer to thi_s transition sequence asmnp_ositetran_s_ition. Var(z,p) # ¢ would violate the definition of2. To establish
Proposition 1:In R(H), any composite transition con- that sz is a weak simulation, leR(H) be at configuration
tains either only one read transition or a pair - a W”t?j q.7], where (¢,z) € % for somez € Z. Suppose
transition followed by a read one. now that R(H) takes a (composite) transitiom denoted
Proof: Let R(H) be at CO”“_'Q“fa}gffﬁﬂ;qu]- SUppOse i v then according to Proposition &, ¢ is either a
R(H) takes a composite transition, ~ ¢', wherew; = single read transitiofy, ¢, 7] =% [j + 1, ¢/, 7], or a composite
(cj,p;). If p; = 7 then the machine jumps from to ¢’
and advances_ .the read head by one positiom; |f7é T 24 is Kleene star:* is the collection of all possible finite-length strings
no read transition can follow and we have to assume generated from the strings .



[4, ¢, 7] ' [, ¢, '] i [j+1,¢,7'], or a write-read pair. Algorithm 1 dat awor d( ) : for the walk v = U1 U,
The mere existence of a transition originating frgmn input ~ C0MPUte a data word) and the set-valued map/(-) :  — 2" .
(o, p;) ensures that foany = that satisfies/y(z,p) = ¢, A
it holds thatp; € s(z, p) and either(z, p) = &; (in the case if u; € S then ( i) ) O

. ) . b . s = uy, — .7.Y,.:' N i=741i=1 :
of a single read) oz, p;) = &; with VM(z,pj) = ¢' (in else . € A then P TR I E I =
the case of a write-read pair). For the first case, there must  M;(:) = ¢n(:) whereh is the index such thak, = u;, A, € A,

- = i1, w; = (05,p5), =+ Li=i+2
exist 2’ such thatVi,(2/,p;) = ¢’ and (/,p;) = ;. By oo 0T T g = (05,pg). =g Li =

) . .ol . M;(-) =idp(-), 05 = wir1, w; = (05,p;), j=j+1,i=i+2
definition, there exists a (continuous) evolution"" z’ in g () =)oy Suipwy = (0,p). =+ LA =1

H. SinceVy, (', p;) = ¢ it follows that(¢’, z’) € R. Forthe  end while
second case, after updating its register with= p;, R(H) retum M, w.
still reads(o;,p;) on its input tape. Sincéz, p;) = &; and
T = p,, it follows that R(H) takes a read transition tg.
The argument of the previous case applies again. m IV. TIME-OPTIMAL CONTROL DESIGN

Given H > T(H), it follows that H might be able Assume that the write transitions (updates in parameters)
to evolve in ways thatR(H) cannot, and therefore the in R(H) incur no cost. The cost of a read transition in
behavio? of the former is a superset of the behavior ofR(H) (evolution in H) is determined by the component
the latter. Weakbisimulation can only be established in continuous dynamics active at that time, the initial coodit
special cases when 1) reset maps are constantfor all  for the continuous state and the assignment of parameter.
(z,p) : Vam(z,p) = ¢, or 2)Vo,,0; € 3 either BST(o;) = The component dynamics wheH is at control modeo

PRE(o;) V —=[PRE(c;) A POST(0;)]. is expressed in the form = f, (z;¢,p), with o € X,
Definition 7: The transformation semiautomatonRfH) p € P, ¢ € £, andz € X. An incremental (or running)
is a triple TR(H) = {Q, X, A} consisting of: cost functionR : X x R, — R, can generally be used to

e Q C Qx{p,p'}, wherep andp’ are two symbols. The define theatomic costg, (zo,p) of H evolving in control
set Q is constructed by first including all pairg,p) with ~modeo along flow ¢, (; zo,p) for ¢ € [to, ts], go(z0,p) =
q € Q. Then, for each state ¢ Q that R(H) can arrive at fttof R(¢o(t; z0,p),t) dt.
with a write transition, we create a copy, p’) to mark the In the context of this paper, we tak&(z,t) =
change in the register contents. 10+ (p,meB.}e (), wherel 4 denotes the indicator function
e« X =XUAU{idp}, whereA is a set of labels for write of setA, and{-}¢ denotes set complement. Thys, simply
transitions inR(H), andidp is a label for linking(¢q,p) measures the length of the intery@l, ¢ ;] during which mode
with their copies(q,p’). (This transition has no effect on ¢ is active. Givenp € P, when evaluated over an infinite
parameters and is denotétp.) time horizon over al(xg, ¢) € S C {(z,¢) | (x,4,p) | T .},
« A, the set of transitions of the following types:we havey,(S,p) = MaxX(y,p)es Io” Lz )y (9o (£ 2, p)) dt,
Q) (¢,p) -5 (¢,p"), defined if ¢ is accessible fromy with the understanding that’[p] C L*(p,0) ® B.. The
via a write transition(q, »;) = (¢',:(0),stay). As each time required for a continuous state € & to_)converge
transition labeled\ € A defined in TR(H) is in one- under controllers to an ¢ neighborhood ofo™ can be
to-one correspondence with a write transition, the index Over-approximated using Lyapunov-based techniques which
is the same number as the index of set-valued mgp) cannot be elaborated on here due to space constrainf[s.
associated with that write. (iifq, p) 1d_13 (¢,p'), defined We deflr_le _theaccumulated cost/,, over the execution
if ¢ is accessible fromy € Q via a write transition; ©' N admissible data word = (Ul’pl)"'(aN’pN]z from
(i) (¢,p) = (¢, p), defined if there exists a read transitionconf'gurat'on[zj;,p’U] Wih ¢ = (2,0) asJu(z {pj}j=1) =
(. T) 2 (¢.right), and ¢ is not accessible via a write 9o (%:P1) + 225 9o, (Ti-1[pia] pi).
transition from anyg” € Q; (iv) (¢,p') 2 (¢, p), defined if The optimization problem can then be stated as follows:
there exists a read transitiaig, T) % (¢, right), andq is Problem 2: Out of all admissible sequences =
accessible via at least one write transition frothe Q. (01,p1) - (on, pn) that solve Problem 1, find one that
Define idp(-) as the identity map onP. For . AN , , ] —
Ml('),MQ(') c®U {ldp()}, MQ() Composed WIthMl() I{r;l)lf}l Jw(ZOa {pl}z:1)7 S.ip; € S(vaz—l)a (Zapz—l) ): UZE;)
defines a set-valued mapis o M1 (p) = Uy car, (m Ma(p'). ] . .
The composition canapge defige)d re%Srsi\%)ly. EBe)sideé/,Ve want to find a solution for Problem 2 o without
M; ' o My '(-) can be obtained in the same manner Sinc@volvmg_ the continuous dynamics; rather, we want get a
the inverse of a set-valued map is also a set-valued map. (Sub)optimal solution to Problem 2 by solving the following
Each walkw in TR(H) can be interpreted as a data wordoPtimization problem on a discrete system:
w = (o1,p1)(02,p2) .. (on,px) With p;,i = 1,...,N as Problem 3: For a givenzo, po and SPEC, and withgy =
unknown parameters and a set-valued nidp) = My o Va(20,P0), F' = VipeeN Q, find a walk from(go, p) to some
My_10...0M(-), Mi(-) € ®U{idp(-)} by Algorithm 1. (g, p) for ¢; € F that satisfy the following: 1) The map
M () associated withw satisfiesM (po) NPy # 0); 2) among
3Behavior is hereby understood as the set of feasible inpatwlerds.  all walks satisfyingM (po) N Py # 0, w is the shortest;



3) The data wordw = (o1,p1)...(oNn,pn) @ssociated to V. CASE STUDY. GOLDILOCKS' THERMOSTAT
w (Algorithm 1) is such thafp,} solves (1). (Ifg; is not

) . . . The temperature in an indoor space is requlated through a
reachable via a read transition, the final statégis p’).) P P J d

heating system, which is controlled by a digital thermostat
After specifying initial state (qo,p) and final state We refer to this thermostat as “Goldilocks’ thermostat,”
(gf,p)(or (gr,p")), TR(H) becomes a deterministic finite because it reports the temperature conditions within taeep
state automatondfA) and the problem of finding a set of as one of three states: “too cold,” “too hot,” and “just right
walks from the initial to the final state can be solved byrhe physics of the temperature variation is described by a
generating the regular expressiarg] of this DFA. first order dynamical system with two modéd#$,for heating,

Definition 8 ([12]): A regular expression is defined re- and O for (natural) cooling:

cursively as follows: 1)) is an (emptyRE, ¢ is aRE denoting & =fu(z,p) = —an(z —p), (2a)
the set including empty stringe} and o is a RE denoting . L _ 2b)
the set{c}, for all o € ¥; 2) If » and s are REs, then & =folw,p) = —ao (¥ = pe), (
rs(concatenation)(r + s) (union),r*, s* (Kleene-closure) where = denotes the inside temperature, and a, are

arerEs; 3) There are n&E other than those constructed bypositive constants, angd is the temperature at which the
applying rules 1 and 2 finite number of times. thermostat is set, angl, is a constant expressing the exterior

One way of converting @FA into a RE is Brzozowski's ambient temperature. We take= a;, = a, = 0.5.
method [13]. By replacing Kleene starin RE(H) with The system can be modeled as a hybrid agHnt=
natural numbers (including), we can generate all walks of { Z,P, X, AP, f, -, - ,s,T}, where:

lengthm < oo and express their set &(m) = {wjw € | z CR; PCR, pe P is the set temperature;
RE(H), [w| = m}. To find the shortest walks that solve, . — {17, 0,,0,}, whereH denotes heating, an@;, O,
Problem 3, we start withn. = 1 and increasen until a genote cooling modes with differenrRE and ROST,

walk tv is found, with a set-valued maj/ (-) which satisfies _ { i _ ) _ )

M (po)NPr # 0. Then there exists a sequencewgfarameter AP o1 :pe <z < (1=p)p) [az: 22 p—c], o5
values{p;} = pi,...,pn With n = |w/x| < m such that = > (1 + p)p|,[as : @ < p+ e}}. wherep € (0,1) is a
w = (o1,p1) - (on,pn) IS an admissible input foR(H) parameter related to the sensitivity of the thermostat and
at configuration[1, ¢o, po], and can take it to configuration incorporates the settling tolerance for control modes;
[n+1,q7,psl With gy € F,p; € Pr. Anupperbound/ < co o fg (See (2a)) and,, = fo, = f, (see (2b));

on the length of walk can be computed if one places a limif 51: {~o1, as, o3, o}, 1?1202:51:

on the maximum allowable cost, say and has an estimate = = )

of the minimum cost of executing any controllere %, {ﬁal’%’ﬁa,g’a“}' H:(,)QZ {al’ﬁ%’ﬁa:’_”a“}'

say Jmin > 0. As any read transition incurs a nonzero cost’ s(z,p) =p' €P,p#p', V(2,p) € Z X P,

U = L In the current implementation, the walk search is the transition functior?”, which follows Definition 2.

terminated once a walk satisfying (po) N Py # 0 is found. Note as all modes share the same paramgténere is no
There might exist walks yielding better plans, which is why'€€d to use indexingand the canonical projection
the proposed solutions are considered sub-optimal. Problem 4: Given an initial temperature, = 10 °C and
) ) ) an initial thermostat setting, = 16 °C, find the sequence
The following Dp algorithm is adapted from [14] for o harameterized modes that bring the system to a state that
the specific requirements of the problem considered g tisfies §ec — {as} with the thermostat set tp; = 32
this paper. Given the input word) with set-valued map oc iy minimum time.

M from Algorithm 1, ie.w = (o1,p1)...(9n,DN), The induced register semiautomaf®H) = (Q, %, P N
M(-) = My o...o M(-), the optimal cost/};(zy) equals (2),1,7,A), where:

z iven by the following two steps(l) compute the .
;]é'E (()))f gfJeasibIey value of pa?amet@g: ?DT( ): Mipo e 09 ~ “{q“qQ’qﬁ,}“.: {1001,,’010{’0110},,'3 the set of
Mi(po) N {Upnep, (M 0 -+ 0 Myy1) " (pw)}. (2) the states: “too cold, .jUSF right,” and “too hot.
optimal cost.J; (zo) is equal to.J;(z) given by the last ° % and’p are as inH, . . .
step of the following algorithm, which proceeds from the®_” 1,—> P U {0} and 'S associated witfest(r) =
stage governed by to the one byoi: Jy(pn—1) = (T = 71pU{e: ZZ € /%0(7'),%0 € @}, where
minpNemeMN(qu)gaN(?Nfl[prleN), ']'L(pzfl) — P = {Uz(pz}’ (pl(p) = {p | g € (pv 100]}' @2(1)) =

/ / bte / / p—e
e T T bt e
2,...,N—1,andJ1(zo) = min,, cp (gg (20,p1)+J2(p1 . - _ a T - ! p N
nen |0 € lpe, S22}, wo(p) = {0 | 0/ € (B},

Executing thisbp algorithm in the general case would
typically require a discretization of the parameter spacel,
backtracking from the final parameter values to the initi ) - _ "
ones. Due to space limitations we cannot provide the detaftls® S @ Sét Ofol (a) Read tran5|t|onsO.2(q1, T =
of such an implementation. The process however, once the; right), (g3, T) = (g2, right), (qfr’T) = (qu,right);
DP equations have been stated, is straightforward. (b) Write transitions: (qi,¢1) — (ql,L(H),Stay);

pr(p) = {0/ | P € (B22,100]}, os(p) = {0 | P €
4P +p) —ep(l+p) +€)};



The transformation sem|automat’d?R(H)

(q H),stay) ; (¢2,03) 2 (a3, 1(01), stay);
(qQ, 2).stay); (q1,95) 2 (g3,4(01), stay);
(qg, (Ol),stay), (g3, ©7) LA (ql,L(H),stay);
(qg, (02),stay).

2, P2)
Q1,<P4)
g3, )
g3, 08) &3

(
(
(
(

of any finite length. First we comput® = Mj(po) N

M;Ypy) = ((1 + p)py — €100) = (33.7,100) and
P, = {32}. Then Ja(p1) = L log [BB8 ], () =
miny, ¢ p, 2 log [”1%“0) 1 log [% , and since

the cost function happens to ‘be a strictly increasing fomncti
of p, the solution isp* = 33.71°C, J* = 11.05min. The
optimal plan is(H, 33.71) (04, 32).

VI. CONCLUSION

The class of hybrid systems studied in this paper have
convergent continuous dynamics, lending themselves to a
type of predicate abstraction that partitions the contirsuo
state space based on the convergence properties of the set of
component vector fields. A weak simulation relation between
concrete and abstract system allows the control plan divise
using the abstraction to be implemented on the concrete

The transformation semiautomaton that can be constructede. In this way, one can design time-optimal controller

from R(H) is the tripleTR(H) = (Q, %, A) in which:

o Q= {(q1,p):(q1,9"), (q2,p), (a2,9"), (g3, ) (a3,9") };
= {H7 Ol, 02, /\1, ey /\&idp};
« A as represented in Fig. 1.
The range for the thermostat settingsAs= [p., 100] °C.
The variables in (2) arp. = 6 °C, p = 0.05, ande = 0.1.
The settling times At of each of the modes of
H governed by (2a) or (2b) are given, (with mea-
sured in minutes)A\t(H) = _-log [%(t“) ,ALOr) =
log im(im] , At(O2) a—lo log {pi%m}' With
xo < (1 = p)po = 15.2 °C and thusqy = Vas(xo,po) =
1001 = ¢;. For the final state asF&ECcNQ = {**x1x}NQ =
{¢3} we haveq; = gs.Intuitively, the solution would be
to set the thermostat desired temperatabove the final
thermostat setting, after which the thermostat is resetsto
and the system finds itself in the “too hotjs] state. Simply

searching the graph of Fig. 1 does not yield that solution.
This example shows that the proposed methodology does. 5]

First, given initial and final state$q:,p) and (gs,p’)
(cannot choose(gs,p) becausegs can not be reached

by a read transition), generate the regular expression

RE(H) = [((/\1 +idp)H + A501) (A2 H + A301)*idpOy +
)\402] [(()\1 + idp)H + )\501)()\21’1 + )\301)*)\3 + /\5].
We first test for walks of lengthm = 1: oy = A5,

but py = 32 ¢ @5(po) = [pe; a- ””’“) = [6,14.47).
Thus w; is excluded. There is no wa?k of length = 2
and form = 3, we havewy = M\O2)s5, w3 = A\ HAs,

wy = A501)3, ws = idp HA3. Checking the associated set-

valued maps, we find that onl¥/,,, (po) = 3 © v1(po) =
(Pe, SUDpe (pg. 100) ) = (6,95.33) hasp; in its range.

Since each write transition has to be followed by a read

one, the associated input data wordis= (H, p1)(O1,p2),

sequencing working at a purely discrete domain. We pro-
pose a combination of ap algorithm with a graph search
algorithm to generate these switching sequences and their
associated control parameterizations. Derived solutinag

be sub-optimal, depending on the discretization resatutio

the solution (parameter) space.

REFERENCES

J. E. Hopcroft, R. Motwani, and J. D. Ullmamntroduction to Au-
tomata Theory, Languages, and Computation (3rd Editior§oston,
MA, USA: Addison-Wesley Longman Publishing Co., Inc., 2006
S. Hedlund and A. Rantzer, “Optimal control of hybrid ®ms,” in
IEEE Conference on Decision and Control, 38th, Phoenix, 2999,
pp. 3972-3977.

X. Xu and P. Antsaklis, “Optimal control of switched sgsts based on
parameterization of the switching instantditomatic Control, IEEE
Transactions onvol. 49, no. 1, pp. 2 — 16, jan. 2004.

X. Xu and P. J. Antsaklis, “Results and perspectives ammatational
methods for optimal control of switched systems,”"Rmceedings of
the 6th international conference on Hybrid systems: coatmrt and
control, ser. HSCC'03.  Berlin, Heidelberg: Springer-Verlag, 2003
pp. 540-555.

X. C. Ding, Y. Wardi, and M. Egerstedt, “On-line adaptigptimal
timing control of switched systems,” i@onference on Decision and
Control, 2009, pp. 5305-5310.

6] Y. Boccadoro, M. Egerstedt, and E. Verriest, “Optimalntol of
switching surfaces in hybrid dynamical system&fiscrete Event
Dynamic Systemwol. 15, pp. 433-448, December 2005.

H. Axelsson, Y. Wardi, M. Egerstedt, and E. |. VerriesGradient
descent approach to optimal mode scheduling in hybrid dycam
systems,"Journal of Optimization Theory and Applicatignsol. 136,
pp. 167-186, 2008.

M. Kaminski and N. Francez, “Finite-memory automatétieoretical
Computer Sciengevol. 134, no. 2, pp. 329-363, 1994.

F. Neven, T. Schwentick, and V. Vianu, “Finite state maels for
strings over infinite alphabetsACM Transactions on Computational
Logic, vol. 5, no. 3, pp. 403-435, 2004.

Y. Cohen-Sygal and S. Wintner, “Finite-state registeautomata for
non-concatenative morphologyComputational Linguistigsvol. 32,
pp. 49-82, March 2006.

F. Moller, “Logics for concurrency: structure versust@mata,”ACM
Computing Surveys. 50, 1996.

(1]

(2]

(3]

(4

(7]

(8]

El

[20]

[11]

p2=p;=32°C4
A (rather trivial) bP implementation can be used to
select p;; however the same principle applies to walkd3!

14
4The presence aP; at the end of each candidate walk has no significancé

other than reminding us that the end state for candidatdieotushould be
g3 and thus satisfy RE(O1).

[12]

C. G. Cassandras and S. Laforturtetroduction to Discrete Event
Systems Kluwer Academic, 2001.

J. A. Brzozowski, “Derivatives of regular expressigns. ACM
vol. 11, pp. 481-494, October 1964.

] D. P. BertsekasDynamic Programming and Optimal Contrd@nd ed.

Athena Scientific, Nov. 2000, vol. I.



