Laminar to turbulent flow transition inside the boundary layer adjacent to isothermal wall of natural convection flow in a cubical cavity
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A B S T R A C T

We investigate three-dimensional natural convection flow in an air-filled, differentially heated cubical cavity. The vertical wall on the left is heated and the vertical wall on the right is cooled, with the remaining four walls being adiabatic. We performed direct numerical simulations of the natural convection flow using discrete unified gas-kinetic scheme (DUGKS), with an improved implementation of boundary conditions. Thin boundary layers are developed along the two isothermal walls. The laminar to turbulent flow transition inside the boundary layers is studied in this paper. The simulations are conducted at three Rayleigh numbers of $1.5 \times 10^8$, $1.0 \times 10^{10}$, $1.0 \times 10^{11}$ using nonuniform grids with resolution up to $320^3$. The Prandtl number is fixed at 0.71. We provide a detailed analysis of the transition from laminar to turbulent flow inside the vertical boundary layers and its influence on the rate of heat transfer. Time traces of temperature and velocity, time-averaged flow field, statistics of fluctuation fields are presented to illustrate distinct behaviors in the laminar and turbulent thermal boundary layer, as well as to determine the transition location at different Ra numbers. The average Nusselt numbers for different Ra numbers are compiled and compared to previous results. A guideline of the resolution requirement is suggested based on the Ra scaling of laminar thermal boundary layer.

1. Introduction

Natural convection in an enclosure is a classical configuration in heat transfer research due to many applications such as such as cooling of the electronic device, energy storage system and climate conditioning of rooms [1]. Using convection to enhance heat transfer in a compact space is a highly effective approach. Based on the direction of the applied temperature gradient, it can be classified into two categories: cavity heated from below (Rayleigh-Bénard) and these differentially heated from the sides. The Rayleigh-Bénard convection has been widely studied [2,3], while the latter case is relatively less studied and is considered in this paper. Namely, here the left vertical wall of the cavity is heated and the right vertical wall is cooled, with the remaining four walls being kept adiabatic.

Researchers have studied this latter configuration for several decades, focusing on different aspects such as the instability mechanism of the convection and the Nusselt - Rayleigh number correlation, where the Rayleigh number is the key input parameter and the Nusselt number measures the dimensionless heat transfer rate, both will be defined in Section 2. Despite its simple configuration, this problem is extremely complex due to the strong coupling between velocity field and temperature field and a large range of system parameters such as the cavity aspect ratio, Prandtl number, temperature difference, etc. When the temperature differ-
ence is small, the density change is negligible except in the buoyancy term. And under the Boussinesq assumption the fluid properties such as viscosity $\nu$, heat conductivity $k$, are treated as constants. The viscous dissipation in the energy equation is typically neglected. Led by the pioneering work of de Vahl Davis and co-workers [4,5], researchers used different methods to study this problem numerically and provided benchmark solutions for both two- and three-dimensional cavities; and the simulation results were compared to earlier experimental results [6-8]. A summary of previous direct numerical simulations of natural convection in a differentially heated cavity related to our study is presented below.

Due to the restriction of the computational resource, the early numerical studies focused on steady laminar convection flow. For flow in a two-dimensional square cavity, de Vahl Davis and Jones [5] provided a set of benchmark solutions for the laminar regime ($10^3 \leq Ra \leq 10^6$) using the finite-difference method. Later, Quéré [9] used the pseudo-spectral method to solve the problem with finer meshes up to $128 \times 128$. He provided solutions for the full range of two-dimensional steady-state flow ($Ra \leq 10^6$). Beyond a critical Ra, the two-dimensional natural convection flow becomes time-dependent, the onset of the unsteadiness is affected by several controlling parameters. Using the finite-difference method, Paolucci and Chenoweth [10] studied two-dimensional natural convection with Rayleigh number up to $10^{10}$ in cavities of aspect ratio near unity. They claimed that for cavity with aspect ratio $A=\text{height/length}$ less than $\frac{1}{2}$ or larger than $3$, the primary instability takes place inside the boundary layer along the isothermal wall. However, for $\frac{1}{2} < A < 3$ the instability first happens near the departing corners. Janssen and Henkes [11] performed two-dimensional simulations in a differentially heated square cavity with Prandtl number between 0.25 and 2.0. They found that for Prandtl number between 0.25 and 2.0, the flow exhibits periodic, quasi-periodic behaviors before becoming turbulent eventually. While for larger Prandtl number, flow goes from steady to turbulent without intermediate transition.

For an air-filled differentially heated square cavity with adiabatic horizontal walls, Quéré and Behnia [12] concluded that the critical Rayleigh number for transition from steady to unsteady flow is $Ra_c = 1.82 \pm 0.01 \times 10^8$, using a relatively coarse mesh resolution at $72 \times 72$. They studied time-dependent flow up to $Ra = 10 \times 10^{10}$ in 2D, based on the pseudo-spectral Chebyshev algorithm. Two-dimensional natural convection flow in a square cavity can be a good approximation of the flow at the mid-plane of the three-dimensional cubical cavity. As stated by Janssen and Henkes [11], the boundary layer along the heated wall of the cavity resembles those along the isothermal vertical plate. However, the introduction of the top wall of the cavity changes the flow structure. The vertical boundary layer is turned horizontal and creates a jet-like fluid layer which induces the first instability. When the Rayleigh number is further increased, the second instability takes place inside the boundary layer. Although there are numerous studies about the boundary layer adjacent to an isothermally heated vertical surface [13,14], the introduction of the horizontal walls restraints the free development of the vertical boundary layer. As the heat transfer is highly affected by the flow regime of the thermal boundary layer, in this study we will focus on absolute instability of thermal boundary layer, specifically, the flow transition inside the boundary layers and its influence on the heat transfer. In passing we note that Janssen and Armfield [15] studied convective instability due to externally imposed perturbations within the thermal boundary layer. The convective instability occurs at a much smaller Rayleigh number than those at which the absolute instability happens.

As the turbulent convection flow must be essentially three-dimensional in nature, researchers extended DNS to the three-dimensional cavities based on previous two-dimensional studies. Mallinson and de Vahl Davis [4] performed an early simulation of three-dimensional natural convection using the finite-difference method with relatively coarse meshes for the Rayleigh number range $10^4 \leq Ra \leq 10^6$. Fusegi et al. [16] reported a finite-difference numerical study of three-dimensional natural convection in a cubical cavity for Rayleigh number range of $10^3 \leq Ra \leq 10^5$. Tric et al. [17] provided a set of benchmark solutions for $10^4 \leq Ra \leq 10^7$ using pseudo-spectral Chebyshev algorithm based on the projection-diffusion method. Fusegi et al. [18] reported benchmark results for $Ra = 10^4$ using $62 \times 122 \times 62$ meshes. With the introduction of the lateral walls in the third direction, we expect the critical Rayleigh number for the onset of unsteady convection will be affected by these lateral walls. Janssen and Henkes [19] studied the transition to unsteady flow in the three-dimensional cavity with adiabatic horizontal walls, and obtained the critical Ra between $2.5 \times 10^8$ and $3 \times 10^8$ by assuming symmetry so that they only performed simulation on a quarter of the cavity. However, Labrosse et al. [20] claimed that transition happens at $Ra = 3.19 \times 10^7$ without assuming symmetry.

In the current study, we perform three-dimensional simulations in a cubical cavity with a Rayleigh number range far beyond the critical Rayleigh number. This allows us to investigate the flow transition inside the boundary layer which is the second type of instability for this specific configuration. Another important research goal for natural convection is to predict the Nusselt number of the heated wall which is desired for engineering applications. Utilizing the numerical results for a large range of Rayleigh number, researchers proposed Rayleigh - Nusselt correlations for the three-dimensional cubical enclosure. Fusegi et al. [18] proposed an empirical correlation for the overall Nusselt number $Nu_{\text{overall}} = 0.163Ra^{0.282}$. For $10^4 \leq Ra \leq 10^6$ with relatively coarse mesh, Wang [21], Wang et al. [22] reported the correlation $Nu_{\text{overall}} = 0.127Ra^{3.052}$ for steady flow regime $10^5 \leq Ra < 10^7$ and $Nu_{\text{overall}} = 0.3408Ra^{0.241}$ for unsteady flow regime $10^7 \leq Ra \leq 10^10$. While for the steady flow regime, the average Nusselt number results are in good agreement, the results have noticeable differences in the unsteady flow regime. One reason for this disagreement is that the high Rayleigh number convection requires fine mesh, and Fusegi used a relatively coarse mesh. For unsteady flow regime, the Nusselt - Rayleigh correlation still needs to be improved.

In general, three-dimensional differentially-heated natural convection flow in a cavity has a unique flow structure rather different from the Rayleigh-Bénard problem. Driven by the buoyancy force $fg(T - T_0)$ along the vertical direction, thin boundary layers develop along the isothermal walls, outside the boundary layer, the core region is quiescent and there is a vertical temperature stratification in the cavity center. In the previous studies, most researchers focused on general flow feature of the natural convection and provided a set of time-averaged statistics [6,17,18]. Only a few of them paid attention to the transition from laminar to turbulent flow inside the boundary layer. Trias et al. [23–25] performed direct numerical simulations to a differentially heated cavity of aspect ratio 4 up to $Ra = 10^{11}$ and provided a comparison between two- and three-dimensional results for this problem. They claimed that the thermal boundary layers of the three-dimensional flow remain laminar or quasi-laminar in the upstream parts, up to a point where the eddies are ejected. This transition location moves further upstream for 3D simulations, compared to 2D simulations. However, for the cubical cavity, the influence of the top and bottom wall is more significant. And based on the analysis of Paolucci and Chenoweth [10], the aspect ratio plays an important role in the development of flow instability, the instability mechanism of the cubic cavity is different from the tall cavity.

The primary goal of the current work is to improve our understanding of the transition from laminar to turbulent flow inside the vertical boundary layer in a differentially heated cubi-
cal cavity with adiabatic horizontal and lateral walls. In recent years, the kinetic method (or mesoscopic CFD method based on the model Boltzmann equation) has been developed and become a reliable tool for thermal flow simulations [26–28]. The discrete unified gas-kinetic scheme [29] is used for the current study. Comparisons of performance in terms of accuracy, stability, and efficiency have been done previously in Wang et al. [30,31] and Bo et al. [32]. Wang et al. [30] compared DUGKS and LBM in the simulation of lid-driven cavity flow, laminar flow past a square cylinder. Wang et al. [31] compared DUGKS, LBM, and spectral method in the simulation of decaying turbulent flows, Bo et al. [32] compared DUGKS, LBM, and spectral method in the simulation of 3D Taylor-Green vortex flow and wall-bounded channel flows. In these studies, the second-order accuracy has been demonstrated. In terms of efficiency, DUGKS is slower than LBE in terms of updating the distribution functions at the lattice nodes due to its additional evaluation of interface fluxes. However, as a finite volume scheme DUGKS can use a non-uniform mesh. As a result, if the non-uniform mesh can be clustered in the region with a large flow gradient, the efficiency of DUGKS can be better than LBM. The relative efficiency of DUGKS over LBM was discussed for the simulation of the flow passing the square cylinder in Wang et al. [30] and for turbulent channel flow in Bo et al. [32]. Non-uniform meshes can be easily implemented in this scheme and the boundary condition can be applied right at the cell interface on the wall. However, accurate implementation of temperature and velocity boundary conditions in the kinetic method remains a research topic, and here we will propose an improved implementation that is consistent with the Chapman-Enskog analysis. Different statistics will be used to specify the transition location, and study the influence of flow transition on the rate of heat transfer.

The present paper is organized as follows. The physical problem description and numerical method (DUGKS) are first presented in Section 2. Numerical results are presented to address several physical aspects. In Section 3.3 we discuss the time evolution of velocity and temperature of a set of selected monitoring points and their power spectra. Averaged flow fields are presented in Section 3.4, followed by secondary statistics in Section 3.5. The effect of flow transition on heat transfer is presented in Section 3.6. Finally, a summary is given in Section 4.

2. Governing equations and numerical methods

2.1. Problem description and governing equations

We consider an air-filled cubical cavity of height $h$, with an isothermal vertical hot wall at temperature $T_h = T_0 + 0.5\Delta T$ on the left, and a cold wall at temperature $T_c = T_0 - 0.5\Delta T$ on the right; where the temperature difference $\Delta T = T_h - T_c$ and the mean temperature $T_\text{ave} = (T_h + T_c)/2$. The other four walls (i.e., two other vertical walls and two horizontal walls) are assumed to be adiabatic. No-slip velocity boundary conditions are imposed on all walls. Under the Boussinesq assumption, the fluid density is treated as a constant except with two considerations: (1) the buoyancy force is retained due to density variation caused by temperature change and (2) the volume expansion work in the thermal energy equation is retained under the ideal gas assumption Kundu et al. [33]. Furthermore, the viscous dissipation in the thermal energy equation is neglected as it is typically very small for the case of air under natural convection. The governing equations can then be written as

$$\nabla \cdot \mathbf{u} = 0,$$  \hspace{1cm} \text{(1a)}
$$\rho \frac{\partial \mathbf{u}}{\partial t} + \rho (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \rho \nu \nabla^2 \mathbf{u} - \rho \beta (T - T_0) \mathbf{g},$$  \hspace{1cm} \text{(1b)}

where $\mathbf{u}$ is the flow velocity, $T$ is the temperature, $\rho$ is the density at the mean temperature $T_0$, $\mathbf{g}$ is the gravitational acceleration, $p$ is a modified pressure including the effect of mean body force $\rho \bar{g}$, $\nu$ is the kinematic viscosity, $\beta$ is the thermal expansion coefficient, and $\alpha$ is the thermal diffusivity. Under the above Boussinesq assumption, the temperature field is treated as a scalar field which is advected by the macroscopic flow with a constant diffusion coefficient. Nevertheless, the velocity field and the temperature field are closely coupled: the flow is driven by the temperature field through the buoyancy force, and at the same time the temperature field is advected by the flow velocity. This coupling introduces another level of nonlinearity in addition to the inertial term in the momentum equation. The coordinate system used is: $x$ is the vertical direction, $y$ is the horizontal direction perpendicular to the heated wall, and $z$ is the spanwise direction.

With the above setup and the simplified governing equations, the system is governed by the geometrical parameters (cavity height $h$, cavity length $l$, cavity depth $w$, see Fig. 1), fluid properties ($\nu$, $\beta g$, $\alpha$), the reference temperature $T_0$, and driving temperature difference $\Delta T$. Note that the mean density can be absorbed into the pressure term thus it is not listed. Also $\beta g$ is viewed as a single parameter as they appear together in the momentum equation. By dimensional analysis, it follows that the system is governed by the following five independent dimensional parameters

$$Ra \equiv \frac{g \beta \Delta T h^3}{\nu \alpha}, \quad Pr \equiv \frac{\nu}{\alpha}, \quad \Delta T = \frac{h}{T_0}, \quad \frac{h}{w}, \quad \frac{h}{w}$$  \hspace{1cm} \text{(2)}

Furthermore, it is assumed that $\Delta T/T_0 << 1$. With the two aspect ratios $h/l$ and $h/w$ fixed to one here and the Prandtl number for air given as $Pr = 0.71$, the only governing parameter remaining is the Rayleigh number $Ra$, which can be interpreted as $Ra = Re^2 Pr$, where the effective Reynolds number is defined as $Re_{\text{eff}} \equiv u_0 h/\nu$, with the buoyancy velocity defined as $u_0 = \sqrt{\beta \Delta T \delta h}$.

We can now nondimensionalize all quantities in the governing equations by the length scale $h$, velocity scale $u_0$, time scale $h/u_0$, pressure scale $\rho u_0^2$ and temperature scale $\Delta T$. Since the temperature equation is linear, a reference value can be subtracted, so we define the normalized temperature as $\theta = (T - T_0)/\Delta T$. The governing equations in the nondimensional form can then be written as

$$\nabla \cdot \hat{\mathbf{u}} = 0,$$  \hspace{1cm} \text{(3a)}

$$\frac{\partial \hat{\mathbf{u}}}{\partial t} + (\hat{\mathbf{u}} \cdot \nabla) \hat{\mathbf{u}} = -\nabla \hat{p} + \frac{Pr^{1/2}}{Ra^{1/2}} \nabla^2 \hat{\mathbf{u}} + \hat{\theta} e_x,$$  \hspace{1cm} \text{(3b)}

$$\frac{\partial \hat{\theta}}{\partial t} + (\hat{\mathbf{u}} \cdot \nabla) \hat{\theta} = \frac{1}{Pr^{1/2} Ra^{1/2}} \nabla^2 \hat{\theta},$$  \hspace{1cm} \text{(3c)}

Fig. 1. The geometry under consideration.
where $\mathbf{u}$, $\mathbf{v}$ and $\xi$ denote the normalized velocity, pressure and time, respectively, $\epsilon$ is the unit vector pointing vertically upward.

The initial state of the flow is set to be quiescent $\mathbf{u} = 0$ and isothermal $\theta = 0$. The velocity boundary condition is $\mathbf{u} = 0$ on all walls, the thermal boundary conditions are: $\theta(y = 0) = 0.5$, $\theta(y = 1) = -0.5$, and zero normal temperature gradient on the other four walls.

### 2.2. Numerical method

In the present work, we perform numerical simulations using discrete unified gas-kinetic scheme (DUGKS), which is a recently developed finite-volume formulation of the model Boltzmann equation by Guo et al. [29], Wang et al. [34]. In this section, we introduce the gas-kinetic model based on the Bhatnagar-Gross-Krook (BGK) collision model in the incompressible limit and provide a brief description of DUGKS algorithm. Corresponding to the governing equations, the gas-kinetic equations can be constructed as [35]:

$$\frac{\partial f}{\partial t} + \xi \cdot \nabla_x f + \mathbf{a} \cdot \nabla_x \xi f = \frac{f^{eq} - f}{\tau_v},$$

(4a)

$$\frac{\partial g}{\partial t} + \xi \cdot \nabla_x g = \frac{g^{eq} - g}{\tau_e},$$

(4b)

where $f = f(x, \xi, t)$ and $g = g(x, \xi, t)$ are the distribution functions for velocity and temperature, respectively. Both functions are for particles moving with velocity $\xi$ at position $x$ and time $t$. The two equilibrium distributions $f^{eq}$ and $g^{eq}$ take the form of the Maxwellian: $f^{eq} = \frac{\rho}{(2\pi RT_1)^{D/2}} \exp\left(-\frac{(\xi - \mathbf{u})^2}{2RT_1}\right)$.

$$g^{eq} = \frac{T}{(2\pi RT_2)^{D/2}} \exp\left(-\frac{(\xi - \mathbf{u})^2}{2RT_2}\right).$$

(5)

where $R$ is gas constant, $D$ is the spatial dimension, $T_1$ and $T_2$ are constants determining the effective speed of the sound. The two relaxation times $\tau_v$ and $\tau_e$ are related to the viscosity $\nu = \tau_v T_1$ and thermal conductivity $\kappa = \tau_e T_2$. By modifying these two relaxation times, the Prandtl number $Pr = \nu/\kappa$ can be adjusted. Under the Boussinesq approximation, the external force is given as $\mathbf{a} = g\beta[T - T_0]x$.

In our simulation, in lattice units we set $R T_1 = R T_2 = 10$ and $u_0 = \sqrt{\beta g \Delta T} = \sqrt{\mathcal{O}T}$ so that the Mach number $Ma = u_0/\sqrt{RT}$ is small enough to satisfy the incompressible limit. The maximum local Mach number in the simulation is around $Ma_{\text{max}} = u_{\text{max}}/\sqrt{RT} \approx 0.25$ for the high Rayleigh number cases. The step in DUGKS is determined by the Courant-Friedrichs-Lewy (CFL) condition: $\Delta t = CFL \Delta x_{\text{min}} / \xi_{\text{max}}$.

$$\Delta t = CFL \Delta x_{\text{min}} / \xi_{\text{max}},$$

(6)

where CFL number is set to be 0.5 for all simulations, $\Delta x_{\text{min}}$ is the minimal grid spacing and $\xi_{\text{max}}$ is the maximal discrete particle velocity. The hydrodynamic variables are computed by:

$$\rho = \int f d\xi, \quad \mathbf{u} = \int \xi f d\xi, \quad T = \int g d\xi.$$

(7)

One way to include the external force term is to merge the force term into the collision term. The DUGKS can be constructed based on two kinetic equations, we rewrite Eq. (4a) as:

$$\frac{\partial \phi}{\partial t} + \xi \cdot \nabla_x \phi + \frac{\phi^{eq}}{\tau_v} = \frac{\phi}{\tau_v},$$

(8)

where $\phi = g$ or $h$. $F_{\text{ext}} = 0$ for $h$ distribution function. For the continuum flow regime, the Chapman-Enskog analysis implies that the external body force term $F_{\text{ext}}$ for $f$ can be approximated as [26]:

$$F_{\text{ext}} = -a \cdot \nabla f^{eq} = \frac{a \cdot (\xi - u)}{RT_1} f^{eq}.$$

(9)

As the DUGKS is a finite-volume scheme, the computational domain is divided into a set of control volumes. Integrating Eq. (8) over a control volume $V_j$ centered at $x_j$ from time $t_n$ to $t_{n+1}$. The divergence theorem is applied to the convection term to convert the cell-volume integral to the cell-surface integral, then the midpoint rule is used to integrate the surface flux.

$$\frac{1}{V_j} \int_{t_n}^{t_{n+1}} \nabla \phi \cdot (x_j, \xi, t_n) dt dV = \frac{1}{V_j} \int_{V_j} \left( \int_{t_n}^{t_{n+1}} (\xi \cdot n) \phi(x_j, \xi, t_n) ds dt \right) = \frac{\Delta t}{V_j} \int_{\partial V_j} (\xi \cdot n) \phi(x_j, \xi, t_{n+1/2}) ds,$$

(10)

The collision term is treated by the trapezoidal rule. The evolution equation for the velocity distribution can be written as:

$$\phi(x_j, \xi, t_{n+1}) = \phi^{eq}(x_j, \xi, t_n) - \frac{\Delta t}{V_j} F_{\phi}(x_j, \xi, t_{n+1/2}).$$

(11)

where $\phi(x_j, \xi, t_{n+1})$ and $\phi^{eq}(x_j, \xi, t_n)$ are auxiliary distribution functions introduced to remove implicitly:

$$\phi = \phi^{eq} + \frac{\Delta t}{2} \Omega_m, \quad \phi^{eq} = \phi^{eq} + \frac{\Delta t}{2} \Omega_m.$$

(12)

The microscopic flux $F_{\phi}(x_j, \xi, t_{n+1/2})$ across the cell interface $x_j$ at the half time step $t_{n+1/2}$ is defined as:

$$F_{\phi}(x_j, \xi, t_{n+1/2}) = \sum (\xi \cdot n) \phi(x_j, \xi, t_{n+1/2}) dS.$$

(13)

where $\phi(x_j, \xi, t_{n+1/2})$ is distribution function at cell interface $x_j$ and half time step $t_{n+1/2}$. Since the auxiliary distributions are related to the original distribution function $\phi$ and equilibrium $\phi^{eq}$, the conservative flow variables can be computed from $\phi$ directly. Thus we can track the evolution of the distribution function $\phi$ instead of original distribution function $\phi$.

The key point of updating evolution equation Eq. (11) is to evaluate the net flux $F_{\phi}(x_j, \xi, t_{n+1/2})$ properly, which requires the reconstruction of the original distribution function $\phi(x_j, \xi, t_{n+1/2})$. Eq. (8) is integrated along characteristic line with the end point $(x_j)$ from $t_n$ to $t_n + \Delta t$ and the trapezoidal rule is applied to the collision term.

$$\phi(x_j, \xi, t_n + h) - \phi(x_j, \xi, t_n) = \frac{h}{2} \Omega_m(x_j, \xi, t_n) \left[ \Omega_m(x_j, \xi, t_n + h) + \Omega_m(x_j - \xi h, \xi, t_n) \right].$$

(14)

In order to remove the implicitity of Eq. (14), a second set of auxiliary distribution functions are defined as:

$$\bar{\phi} = \phi - \frac{h}{2} \Omega_m, \quad \bar{\phi}^{eq} = \phi^{eq} + \frac{h}{2} \Omega_m.$$

(15)

With these two auxiliary distribution functions $\bar{\phi}$ and $\bar{\phi}^{eq}$, we apply Taylor expansion around the cell interface $x_j$ and at time $t_n$, the Eq. (14) can be rewritten as:

$$\bar{\phi}(x_j, \xi, t_n + h) = \bar{\phi}^{eq}(x_j, \xi, t_n) - h \xi \cdot \nabla \bar{\phi}^{eq}(x_j, \xi, t_n).$$

(16)

Eq. (16) is totally explicit, $\bar{\phi}^{eq}(x_j, \xi, t_n)$ and $\nabla \bar{\phi}^{eq}(x_j, \xi, t_n)$ can be expressed in terms of the values at the cell center by appropriate reconstruction method. The density and velocity at cell interface at half time step can be obtained from $\phi(x_j, \xi, t_n + h)$, then the equilibrium function $\phi^{eq}(x_j, \xi, t_n + h)$ can be evaluated.
based on Eqs. (15) and (16), the original distribution function at cell interface $x_a$ at time $t_n + h$ can be obtained by:

$$\phi(x_a, \xi, t_n + h) = \frac{2}{2 \tau_\phi + h} \phi(x_a, \xi, t_n + h) + \frac{h}{2 \tau_\phi + h} \phi^\eta(x_a, \xi, t_n + h)$$

and

$$+ \frac{h}{2 \tau_\phi + h} \phi^\eta(x, \xi, t_n + h) + \frac{\tau_\phi h}{2 \tau_\phi + h} F_{\text{Ext}}.$$  \hspace{1cm} (17)

This original distribution function at half time step $\phi(x_a, \xi, t_n + h)$ can be used to evaluate the net flux $F(x_a, \xi, t_n + 1/2)$ in Eq. (13). Then the net flux can be used in Eq. (11) to update $\phi$. In the formulations above, we have one original distribution function $\phi$ and four auxiliary distribution functions $\phi$, $\phi^+$, $\phi^-$, and $\phi^\eta$. Conservation flow variables can be computed from any one of them, the most convenient way is to track the evolution of $\phi$. The hydrodynamic variable can be obtained as $\rho = \int f d\xi$, $\rho u = \int x f d\xi$ + $\hat{\omega} \cdot \rho a$, $\hat{u} = \int \phi d\xi$.

It is worth noting that, as pointed out by Wang et al. [34], for DUGKS the non-uniform meshes can be easily employed without additional effort. Non-uniform meshes allow us to use finer mesh near the boundary to resolve the steep gradients of temperature and velocity especially near the cavity walls. Our 3D flow code has been parallelized using 2D domain decomposition in the $\alpha$ and $\beta$ directions and MPI (Message Passing Interface) [32]. In the present study, the D3Q19 model is employed for the discretization of the particle velocity space,

$$\xi_{\alpha} = \begin{cases} (0, 0, 0) \text{c.} & \alpha = 0, \\ (\pm 1, 0, 0) \text{c.} \ (0, 0, \pm 1) \text{c.} & \alpha = 1 - 6, \\ (\pm 1, 1, 0) \text{c.} \ (\pm 1, 0 \pm 1) \text{c.} & \alpha = 7 - 18, \end{cases}$$

where $c = \sqrt{3R_T}$, and the corresponding weighting coefficient are $W_0 = 1/3, W_{\alpha} = 1/18$ and $W_{\beta} = 1/36$.

### 2.3. Boundary treatment

For a wall-boundary thermal flow, it is crucial to implement the appropriate kinetic boundary conditions for the discrete distribution functions at the solid wall. One advantage of DUGKS is that we can apply boundary treatment right at the wall interface nodes which lie exactly on the solid wall. In DUGKS, the microscopic flux is calculated at the cell interface $x_a$ at the half time step $t_n + h$. We need to apply the boundary condition for the distribution function $f(x_a, \xi, t_n + h)$, where $x_a$ is the location of the solid wall. It is important to point out that the boundary treatment should be consistent with the Chapman-Enskog approximation which is the basis for deriving the hydrodynamic equations. The incompressible Navier-Stokes equations can be recovered with the Chapman-Enskog expansion of the distribution function to the order of $O(\tau_c)$. To be consistent with the Navier-Stokes equations, the boundary treatment should also retain the terms of the order $O(\tau_c)$. For the fixed no-slip wall, we apply the bounce-back rule which assuming that the particle just reverses its velocity after hitting the wall:

$$f(x_w, \xi, t_n + h) = f(x_w, -\xi, t_n + h) + O(\tau_c^2, Ma^2). \quad \xi \cdot n > 0,$$

where $n$ is the unit vector normal to the wall pointing to the fluid cell. The corresponding boundary condition for $f(x_w, \xi, t_n + h)$ can be derived through Eq. (15). The ‘bounce-back’ expression above is widely used for the fixed no-slip wall, and it can be shown that it is fully consistent with the Chapman-Enskog analysis, namely, all terms of the order $O(\tau_c)$ disappear due to the zero velocity on the wall.

However, the situation for the thermal boundary conditions is somewhat more complicated. There are two types of boundary conditions in our problem: adiabatic walls with zero heat flux and isothermal walls with a fixed temperature. For adiabatic walls, the Neumann boundary condition can be achieved by:

$$g(x_w, \xi, t_n + h) = g(x_w, -\xi, t_n + h) + 2\tau_{\text{wall}} \int (T_1 \frac{t_1}{\rho_1} \frac{\partial \rho_1}{\partial x} - \frac{a_{\text{wall}}}{\partial T} \frac{\partial T}{\partial x}) + O(\tau_c^2, Ma^2). \quad \xi \cdot n > 0.$$

where $\rho$, $T$, and temperature gradients in the tangential directions can be approximated by their respective values from the last time step and the temperature gradient in the wall normal direction is set to zero. The error introduced by the approximation is of the order $O(\Delta t^2)$, which is typically less than $O(\Delta t^2)$ and thus is acceptable.

While for the isothermal walls, the distribution function leaving the wall should be constructed as:

$$g(x_w, \xi, t_n + h) = -g(x_w, -\xi, t_n + h) + 2\tau_{\text{wall}} \int (1 + \tau_c \left( \frac{\partial u_j}{\partial x_j} - \frac{\bar{\xi}_{\alpha} \bar{s}_{\alpha j} \bar{u}_j}{RT^2} \frac{\partial T}{\partial x_j} \right) + O(\tau_c^2, Ma^2). \quad \xi \cdot n > 0.$$

where again the velocity at the last time step can be used to evaluate the velocity gradient. Most previous works neglected all $O(\tau_c)$ terms for the thermal boundary conditions, this could result in inaccurate heat fluxes at the wall, especially in view of large variations of velocity and temperature near the wall and around the corners in our problem. The above Chapman-Enskog approximations of the thermal boundary conditions are derived in detail in Section Appendix A.

### 3. Results and discussions

This section will be divided into six parts. We first verify the code and compare our results with results from the literature. In order to elucidate the flow transition inside the vertical boundary layer, we simulate the natural convection flow at three different Rayleigh numbers: $Ra = 1.5 \times 10^6$, $Ra = 1.0 \times 10^{10}$, and $Ra = 1.0 \times 10^{13}$. These Rayleigh numbers are beyond the critical Rayleigh number $Ra_c = 3.19 \times 10^7$ for the current configuration [20]. Beyond the critical Rayleigh number, the flow becomes time-dependent and the first instability starts to appear in the detached regions (left upper corner and right bottom corner). The high Rayleigh numbers we used allow us to observe the second instability inside the boundary layers along the isothermal walls. The time-averaged isotherms and instantaneous fluctuation velocity contours are used to display the overall flow structures. The time traces of velocity and temperature inside the vertical boundary layer are used to illustrate the nature of fluctuations. Then we examine the averaged flow field at different vertical locations of the cavity. Statistics of fluctuation fields are also presented. Finally, The heat transfer rates at upstream and downstream in the thermal boundary layer are analyzed.

### 3.1. Code verification and computational cases

Before considering high Rayleigh number cases, the three-dimensional code is tested at $Ra = 1.0 \times 10^7$ by comparing with three-dimensional spectral results of Tric et al. [17]. We apply non-uniform grids in all three directions to guarantee that the steep gradient near the wall can be resolved. Table 1 summarizes the results of time-averaged overall Nusselt number $Nu_w$ at hot wall and maximum flow velocities in three directions at $Ra = 1.0 \times 10^7$. It
Table 1
Comparison of our simulation results with the reference results for a cubical cavity at $Ra = 1.0 \times 10^7$.

<table>
<thead>
<tr>
<th>$Ra$ $= 10^7$</th>
<th>Spatial resolution $N_{x,y,z}$</th>
<th>$\theta_{max}$</th>
<th>$\hat{u}_{max}$</th>
<th>$\hat{w}_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>128 $\times$ 128 $\times$ 128</td>
<td>16.234</td>
<td>0.1428</td>
<td>0.0308</td>
</tr>
<tr>
<td>Tric et al. [17]</td>
<td>81 $\times$ 81 $\times$ 81</td>
<td>16.342</td>
<td>0.1440</td>
<td>0.0313</td>
</tr>
<tr>
<td>Rel. error (%)</td>
<td>0.661</td>
<td>0.601</td>
<td>0.379</td>
<td>0.158</td>
</tr>
</tbody>
</table>

![Fig. 2. Time-averaged overall Nusselt number at hot wall as a function of resolution for three Rayleigh numbers: $Ra = 1.5 \times 10^5$, $Ra = 1.0 \times 10^{10}$, $Ra = 1.0 \times 10^{13}$.](image)

can be observed that the present results agree well with the reference results. The largest relative error $|\Delta \theta_{max}|/\theta_{max}$ is less than 1%. More code verification simulation cases are shown in Appendix A.

Regarding the numerical setup, the entire cubic cavity constitutes the full computational domain. Table 2 tabulates the stretched meshes and the non-dimensional time step size of three cases. In order to resolve steep gradient of velocity and temperature near the wall, non-uniform meshes are introduced in three directions. For a set of stretched meshes with $N$ grid points in each direction, the location of the cell interface $x_b(i)$ is given by:

$$x_b(i) = \frac{i}{2} \left[ 1 + \frac{\tanh[S(i/N - 0.5)]}{\tanh(S/2)} \right], \quad i = 0, 1, 2, ..., N, \quad (22)$$

where $S$ is the parameter used to alter the degree of non-uniformity. $S$ is set to 3 for all simulation cases. Then the location of the cell center can be obtained by $x(i) = [x_b(i) + x_b(i + 1)]/2$. To guarantee the resolution is fine enough to resolve the steep gradient near the wall, we use two-dimensional convection flow to perform the convergence study. As claimed by Trias et al. [23], two-dimensional natural convection in a square cavity is a good approximation of the flow at the mid-plane of the three-dimensional cubical cavity. Fig. 2 displays the overall Nusselt number at the hot wall as a function of resolution. In each case, the time-averaged overall Nusselt number converges to a certain value with the increase of the resolution. As the three-dimensional simulations require large computational resources, the resolutions we employ represent a reasonable compromise between accuracy and computational cost. In particular, the convergence for the $Ra = 1.0 \times 10^{13}$ case is not fully achieved. Besides, an increased spatial resolution will result in a smaller time step due to the CFL condition $\Delta t = CFL \frac{\Delta x_{min}}{U_{max}}$, which will further increase the computational cost. Even though the resolution we used is a compromise, there are over 10 nodes inside the temperature and velocity boundary layers. This satisfies the requirement of grid resolution for capturing the universal structure of the boundary layer according to Grötzbach [30] but not yet reaches the standard proposed by Shishkina et al. [37], both for the Rayleigh-Bénard setting.
Fig. 5. Time-averaged temperature field $\bar{\theta}$ for: (a) $Ra = 1.5 \times 10^9$; (b) $Ra = 1.0 \times 10^{10}$.

Fig. 6. Contour plot of instantaneous fluctuating vertical velocity $\hat{u}' = \frac{u - \bar{u}}{u_0}$ (top) and horizontal velocity $\hat{v}' = \frac{v - \bar{v}}{u_0}$ (bottom) for three Rayleigh numbers: (a)(b) $Ra = 1.5 \times 10^9$, (c)(d) $Ra = 1.0 \times 10^{10}$, (e)(f) $Ra = 1.0 \times 10^{11}$. 
cording to the scaling of laminar thermal boundary layer thickness, we propose that the value of \((Ra^{1/4} \cdot \Delta x_{\text{min}}/l)\) should be less than a given threshold. Table 2 tabulates the value \(Ra^{1/4} \cdot \Delta x_{\text{min}}/l\) for each case. Since the case of \(Ra = 1.5 \times 10^9\) is shown to be well resolved, we could use the condition of \(Ra^{1/4} \cdot \Delta x_{\text{min}}/l \leq 0.30\) as the resolution requirement for \(Ra = 1.0 \times 10^9\) and \(Ra = 1.0 \times 10^{10}\) cases. Two resolutions \((N = 200\) and \(N = 320\)) are used to simulate the \(Ra = 1.0 \times 10^{10}\) case for some additional grid sensitivity study. Fig. 3 shows the time-averaged temperature \(\theta\) and vertical velocity \(\bar{u}\) profiles for the case \(Ra = 1.0 \times 10^{10}\) with two resolutions \(N = 200\) and 320. The result shows that the boundary layer thickness is nicely captured by both resolutions. In the following sections, the results of the case \(Ra = 1.0 \times 10^{10}\) are obtained with the \(N = 200\) resolution unless otherwise mentioned. The resolution of the highest Rayleigh number case \((Ra = 1.0 \times 10^{11})\) does not meet the requirement, and as such the accuracy of results for this case should be taken with caution.

### 3.2. Overall flow structures

Before a detailed analysis of the boundary layer, we first present the overall structures of the flow. All statistics used in the following analysis are obtained after the flow reaches the quasi-steady or statistically stationary stage. The development of the flow is tracked by a few spatially-averaged flow monitors \((\bar{u}^2, \bar{p}^2, \bar{w}^2, \bar{p}, \bar{v}, \bar{T}, \bar{T}_{\text{rms}})\). For example, Fig. 4 shows the spatially-averaged flow statistics for the case \(Ra = 1.5 \times 10^9\), as a function of time. This shows that different quantities took different times to reach the stationary stage. After \(\bar{t} = 300\), all the monitoring statistics reach the stationary stage. The statistics used for analysis are averaged over 75 eddy turn-over times after \(\bar{t} = 300\). The code was run on the National Center for Atmospheric Research’s (NCAR-Wyoming) Supercomputer, known as Cheyenne, equipped with 2.3-GHz Intel Xeon E5-2697V4 processors. The computational domain are decomposed in the \(y\) and \(z\) direction, 400 processors are employed for the case \(Ra = 1.5 \times 10^9\). The wall clock time per step is \(9.56 \times 10^{-3}\) s, and it takes \(9.5 \times 10^6\) time steps to reach \(\bar{t} \approx 300\). For the case \(Ra = 1.0 \times 10^{10}\) with \(N = 200\) resolution, the wall clock time per step is the same with the case \(Ra = 1.5 \times 10^9\). For the case \(Ra = 1.0 \times 10^{11}\), 1024 processors are used and the wall clock time per step is \(1.83 \times 10^{-3}\) s, and \(1.5 \times 10^7\) time steps are needed to reach \(\bar{t} \approx 300\). Fig. 5 shows the time-averaged temperature field \(\bar{\theta}\) at the mid-plane \((z = 0.5)\) of the cavity, when the flow reaches the statistically stationary stage. Generally speaking, the time-averaged isotherms is asymmetric about the cavity center, extremely thin boundary layers are developed along the isothermal wall. With the increase of the Rayleigh number, the boundary thickness becomes smaller.

For these high Rayleigh numbers, the flow is unsteady and fluctuates in time. Fig. 6 shows the instantaneous velocity fluctuation field \(\bar{u} = u - \bar{u}\) at three Rayleigh numbers after flow reaches the stationary stage. The cavity center is no longer steady and now fluctuates in time. The vortices are generated at the downstream of the boundary layers and are shed from the upper corner on the heated wall. The size of the vortices becomes smaller with the increase of the Rayleigh numbers.
3.3. Time traces of the temperature and velocity

Driven by the buoyancy force, the flow gradually develops from laminar to turbulent flow along the vertical boundary layer adjacent to two isothermal walls. The upstream part is usually laminar, and up to a point after which the flow becomes turbulent. As the velocity signals of laminar and turbulent flow are evidentially different, we track the time traces of the temperature and velocity inside the vertical boundary layer along the hot wall. Firstly, we need to ensure the monitoring points are located inside the boundary layer. Based on the time-averaged temperature and velocity profiles at nine different vertical locations \((x = 0.1h - 0.9h)\), for temperature evolution, a set of monitoring points are chosen at the mid-plane \((z = 0.5h)\), as a \(y\) location where \(T(x, y, z = 0.5h) = \frac{\partial T_\infty(x, y)}{\partial y} = 0.5\). \(T_\infty(x, z = 0.5h)\) is the temperature outside the boundary layer at the given \(x\) level. Due to temperature stratification in the core region, \(T_\infty(x)\) changes with the vertical location \(x\). For the velocity trace, the monitoring points are at the location where \(u = u_{\text{max}}\) at that height. In this way, we can guarantee that all the monitoring points are located inside the boundary layer.

The time traces of temperature and velocity at 9 monitoring points for each of the three different Rayleigh numbers are shown in Figs. 7 and 8. All the time traces are obtained after the flow reaches the stationary stage. From the plots, we can observe that the upstream region with time-independent behavior is from \(x = 0\) to \(x = 0.7h\) for the cases \(Ra = 1.5 \times 10^9\) and \(1.0 \times 10^{10}\); but for \(Ra = 1.0 \times 10^{11}\) the upstream region is reduced to the region from \(x = 0\) to \(x = 0.6h\), roughly speaking. For the cases \(Ra = 1.5 \times 10^9\) and \(1.0 \times 10^{10}\) the flow is laminar and steady in the upstream region, while for \(Ra = 1.0 \times 10^{11}\) it is laminar and unsteady. In contrast, the temperature and velocity of the downstream fluctuate over time, and the fluctuation amplitude and the frequency range increase with \(Ra\). Similar fluctuation behaviors of the velocity and temperature in the downstream region are reported by Xin and Quére [38] for vertical boundary layer at the hot wall of a two-dimensional differentially heated cavity of aspect ratio at 4. Based on the time traces of \(\hat{u}\) velocity for \(Ra = 1.0 \times 10^{10}\) and \(Ra = 1.0 \times 10^{11}\), Table 3 tabulates the partition of energy in the mean and in the fluctuating motion. The ratio is negligible in the upstream for both Rayleigh numbers, while in the downstream region more kinetic energy participates in fluctuation. Especially for the Rayleigh number \(Ra = 1.0 \times 10^{11}\), the relative partition of fluctuation energy at the height \(x = 0.9h\) is more than 14%.

To investigate the fluctuation frequency of the velocity and temperature insides boundary layer, we provide the spectra of velocity fluctuation \(\frac{u}{u_{\text{rms}}} \frac{\partial u}{\partial y}\) and temperature fluctuation \(\theta^*(\hat{f})\) in the Figs. 9 and 10. The spectra are obtained from time trace signals spanning over a time duration of approximately \(70h/u_0\) for the two lower Rayleigh number cases, and \(100h/u_0\) for the \(Ra = 1.0 \times 10^{11}\). Three locations are selected to show the transition of the velocity: \(x = 0.2h\) near the starting point of the upstream, \(x = 0.5h\) at the mid-height, and \(x = 0.9h\) at the downstream. As the temperature time trace is similar to the velocity time trace, we only provide the spectra of temperature \(\theta^*(\hat{f})\) for the location \(x = 0.9h\). For two locations at the upstream, the spectral magnitudes are relatively small and the velocity spectra are dominated by low-frequency oscillations. It is also noted that the magnitude of the spectra for the location \(x = 0.2h\) is very small, especially for the cases \(Ra = 1.5 \times 10^9\) and \(Ra = 1.0 \times 10^{10}\), the oscillations in the upstream are negligible. While for the upstream, energy concentrates near the mean mode \((\hat{f} = 0)\), the downstream velocity fluctuation spreads out into the high-frequency region. As pointed out by Janssen and...
Fig. 9. Spectra of velocity fluctuation $\tilde{u}'(\tilde{f})$ at three monitoring points. From top to bottom: (a) (b) (c) for $Ra = 1.5 \times 10^7$; (d) (e) (f) for $Ra = 1.0 \times 10^7$; (g) (h) (i) for $Ra = 1.0 \times 10^9$.

Table 2
The non-uniform meshes used for the simulations.

<table>
<thead>
<tr>
<th>$Ra$</th>
<th>Spatial resolution</th>
<th>$\Delta x$</th>
<th>$\Delta y$</th>
<th>$\Delta z$</th>
<th>$\Delta \bar{u}_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.5 \times 10^7$</td>
<td>$200 \times 200 \times 200$</td>
<td>$1.52 \times 10^{-1}$</td>
<td>0.299</td>
<td>5.4587</td>
<td>$3.1623 \times 10^{-5}$</td>
</tr>
<tr>
<td>$1.0 \times 10^7$</td>
<td>$200 \times 200 \times 200$</td>
<td>$1.52 \times 10^{-1}$</td>
<td>0.491</td>
<td>5.4587</td>
<td>$3.1623 \times 10^{-5}$</td>
</tr>
<tr>
<td>$1.0 \times 10^9$</td>
<td>$320 \times 320 \times 320$</td>
<td>$9.44 \times 10^{-4}$</td>
<td>0.531</td>
<td>5.4869</td>
<td>$1.9764 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 3
Relative partition of energy $\sum_{ij} u_{ij}$ in the mean and in the fluctuation ($\%$).

<table>
<thead>
<tr>
<th>$Ra$</th>
<th>$0.1h$</th>
<th>$0.2h$</th>
<th>$0.3h$</th>
<th>$0.4h$</th>
<th>$0.5h$</th>
<th>$0.6h$</th>
<th>$0.7h$</th>
<th>$0.8h$</th>
<th>$0.9h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.0 \times 10^{10}$</td>
<td>1.1088e-4</td>
<td>2.0790e-4</td>
<td>8.6940e-4</td>
<td>7.2612e-4</td>
<td>5.0661e-4</td>
<td>7.1279e-4</td>
<td>0.0286</td>
<td>0.7535</td>
<td>0.9667</td>
</tr>
<tr>
<td>$1.0 \times 10^{11}$</td>
<td>0.0022</td>
<td>0.0053</td>
<td>0.0087</td>
<td>0.0123</td>
<td>0.0403</td>
<td>0.0689</td>
<td>0.6112</td>
<td>3.9789</td>
<td>14.829</td>
</tr>
</tbody>
</table>

Henkes [11], the time-periodic flow is characterized by the phenomenon that the power spectra of the velocity show a peak at a single frequency; and the quasi-periodic flow shows at least two spikes (two fundamental frequencies and the linear combination of the fundamental spike) at two frequencies in their power spectra; while turbulent flow has a broadband power spectra. The peak frequency at the $x = 0.9h$ of the case $Ra = 1.5 \times 10^9$ is around $\tilde{f} = 0.8$, this agrees well with the two-dimensional results of the Janssen and Henkes [11]. They obtain the peak frequency around $\tilde{f} = 0.8$ at $Ra = 7.5 \times 10^8$ from the temperature time trace at the same height. This non-dimensional peak frequency of $\tilde{f} = 0.8$ compares well with the period of about 1.21 observed in time trace of the temperature and the velocity as shown in Figs. 7(a) and 8(a). From the spectra at the location $x = 0.9h$ for three Rayleigh num-
Fig. 10. Spectra of temperature fluctuation $\theta'(f)$ at monitoring points $x = 0.9h$. For (a) $Ra = 1.5 \times 10^9$, (b) $Ra = 1.0 \times 10^{10}$, (c) $Ra = 1.0 \times 10^{11}$.

Fig. 11. (a) Time-averaged temperature. (b) Vertical velocity profiles in the mid-plane $z = 0.5h$ at $x = 0.1h \sim x = 0.9h$, $Ra = 1.5 \times 10^9$ (black line), $Ra = 1.0 \times 10^{10}$ (red dash line), $Ra = 1.0 \times 10^{11}$ (blue dash line). The purple squares in (b) are experimental data of Salat et al. [6] at $Ra = 1.5 \times 10^9$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
numbers, we can observe that the two lower $Ra$ cases are characterized by spectra with spikes at two fundamental frequencies plus spikes at linear combinations of the fundamental frequencies which indicate the flow is quasi-periodic; and the case $Ra = 1.0 \times 10^{11}$ has broadband spectra instead of the specific peaks at a certain frequency. The spectra of the location $x = 0.5h$ for $Ra = 1.0 \times 10^{11}$ is characterized by a single spike at low-frequency and this phenomenon shows the flow in this location is periodic. In the case of $Ra = 1.0 \times 10^{11}$, the frequency spectrum of the velocity fluctuations Fig. 9(i) appears to decay exponentially, similar to the dissipation range of high-Reynolds number turbulence, the frequency spectrum of the temperature fluctuations Fig. 10(c) exhibits a more complex shape implying perhaps different structures of temperature fluctuations compared to the velocity fluctuations. From the analysis above we can observe that inside the boundary layer, the upstream part remains laminar until when the local flow starts to shed vortices to produce quasi-periodic or turbulent flow downstream. With the increase of the Rayleigh number, the downstream of the boundary layer becomes turbulent eventually.

### 3.4. Averaged flow field

The time-averaged temperature and vertical velocity profiles at the mid-plane are displayed in Fig. 11. As shown in Fig. 11(a) and (b), both the thicknesses of velocity and thermal boundary increase with increasing distance from the starting location of the boundary layer. At the same height, with the increase of $Ra$, the thickness of boundary layer becomes smaller and the vertical velocity peak moves towards the wall. And at mid-height $x = 0.5h$, our results agree well with the experimental results of Salat et al. [6]. Corresponding to the thinner boundary layer, the temperature gradient near the boundary becomes larger at higher $Ra$. Fig. 12(a)

![Figure 12](image-url)
and (b) show the time averaged temperature and velocity profiles with the abscissa scaled by the laminar scaling factor $Ra^{1/4}$ [1]. For the upstream part ($x = 0$ to $x = 0.7h$), almost identical temperature and velocity profiles are obtained after the scaling. Similar results are reported by Trias et al. [23]. Discrepancies occur only in downstream part, and the differences start to appear at the point where temperature and velocity start to fluctuate and reach its maximum around $x = 0.8h$. This observation again confirms that for the $Ra$ range being studied, the major part ($x = 0 - 0.7h$) of the vertical boundary layer is still laminar, and the transition from the laminar to time-dependent turbulent flow happens around the height $x = 0.7h$.

### 3.5. Turbulent fluctuation statistics

Turbulent fluctuation statistics ($\tilde{u}_{rms}$, $\tilde{v}_{rms}$, $-\overline{\tilde{u}\tilde{v}}$) of the mid-plane $z = 0.5h$ are displayed in Fig. 13. As the flow is dominated by vertical velocity $\tilde{u}$ and horizontal velocity $\tilde{v}$, we measure the Reynolds stress $-\overline{\tilde{u}\tilde{v}}$. It should be noted that the velocity $\tilde{v}$ in the lateral direction is almost one order of magnitude lower than $\tilde{u}$. For $Ra = 1.5 \times 10^8$ and $1.0 \times 10^{10}$, the active turbulence is located at left top and bottom right corners indicating regions for the first occurrence of turbulence. For these two Rayleigh numbers, the turbulent fluctuation statistics start to be significant at the height $x = 0.7h$. Outside the boundary layer, all turbulent statistics are almost zero. For $Ra = 1.0 \times 10^{11}$, the distribution of turbulent fluctuation statistics are more complex than the lower $Ra$ cases. Small fluctuations exist in the core region, the high value region of turbulent fluctuation statistics still concentrates in the downstream corners. And the transition point moves upstream, the significant turbulent fluctuations appear around the height $x = 0.65h$. From this local distribution of the turbulence statistics, we can clearly observe that for the lower two $Ra$ cases, the core region and upstream of the vertical boundary are still laminar, the turbulent fluctuations are
only significant in the downstream corners. It is suggested that for \( Ra = 1.5 \times 10^9 \) and \( 1.0 \times 10^{10} \), the flow is only weakly turbulent as pointed out by Salat et al. \[6\]. For \( Ra = 1.0 \times 10^{11} \), the fluctuations exist in the whole domain, but the high value of turbulent statistics concentrate in the downstream corners, and the flow becomes turbulent. To the authors’ knowledge, \( Ra = 1.0 \times 10^{11} \) is the highest \( Ra \) reported for three dimensional natural convection in a differentially heated cubical cavity with adiabatic horizontal walls.

### 3.6. Heat transfer

From the averaged flow field we can clearly observe that the thickness of the boundary layer becomes smaller with the increase of \( Ra \), and thinner boundary layer leads to larger temperature gradient near the boundary. Steep temperature gradient intensifies the heat transfer near the boundary. Mean Nusselt number \( Nu_0 \) at hot wall is defined as:

\[
Nu_0 = \frac{1}{\Delta T} \int_0^h \int_0^b \frac{\partial T(x, z)}{\partial y} \bigg|_{y=0} dxdz = \int_0^1 \int_0^1 \frac{\partial \hat{T}(\hat{x}, \hat{z})}{\partial \hat{y}} \bigg|_{\hat{y}=0} d\hat{x}d\hat{z}
\]

(23)

Table 4 shows time-averaged mean Nusselt number \( \bar{Nu}_o \) at the hot wall for three different Rayleigh numbers. Our results are in excellent agreement with Wang et al. \[22\]. It should be noted that the \( Nu - Ra \) correlation reported by Wang et al. \[22\] was given in two \( Ra \) ranges respectively (\( Nu_0 = 0.127Ra^{0.3052} \) for \( 10^3 \leq Ra \leq 10^7 \); \( Nu_0 = 0.3408Re^{0.241} \) for \( 10^7 \leq Ra \leq 10^{10} \)). While Fusegi et al. \[18\] proposed Rayleigh-Nusselt dependence in one correlation (\( Nu_0 = 0.163Ra^{0.282} \) for \( 3 \times 10^2 \leq Ra \leq 10^{10} \)). And the resolution used by Wang et al. \[22\] is relatively finer than Fusegi et al. \[18\].

In the current study, we evaluate the time-averaged overall Nusselt number for the Rayleigh range \( 10^3 \leq Ra \leq 10^{11} \) as shown in Fig. 14. In the steady regime, our results agree well with both reference fitting. In the unsteady flow regime, the thermal boundary layer becomes thinner with the increase of the Rayleigh number. The maximum number of grid points used by Fusegi et al. \[18\] is \( 122 \times 62 \times 62 \). Wang et al. \[22\] employed \( 200^3 \) non-uniform meshes for \( Ra = 10^{10} \). In the current study, the resolution we used for the highest Rayleigh number (\( Ra = 1.0 \times 10^{11} \)) may not be adequate, as such the average \( Nu \) number for this case is not shown in the figure.

From Table 4, we can observe that the \( Nu - Ra \) correlation for mean Nusselt number at the hot wall is much closer to laminar scaling factor \( Ra^{1/4} \) than turbulent scaling \( Ra^{1/3} \) expected from natural convection over an unbounded flat plate \[1\]. When the convection flow reaches the stationary stage, due to temperature stratification, the cold fluid is distributed in the bottom while hot fluid in the top, thus the temperature gradient in the upstream of the vertical boundary would be larger than in the downstream. The reason for \( Nu - Ra \) correlation closer to laminar scaling factor is that most heat transfer happens in the upstream of the vertical boundary layer where it is almost a laminar flow.

![Fig. 14. Time averaged overall Nusselt number for the Rayleigh number range: \( 10^3 \leq Ra \leq 10^{11} \). The two data points at \( Ra = 1.0 \times 10^9 \) case represent results from two resolutions, as shown in Table 2, with the higher resolution giving a higher Nu value.](image)

As pointed out in the previous sections, the flow inside the vertical boundary layer transitions from steady to time-dependent flows at the height \( x = 0.7h \) for \( Ra = 1.5 \times 10^9 \) and \( Ra = 1.0 \times 10^{10} \). For \( Ra = 1.0 \times 10^{11} \), the transition point is moved to \( x = 0.65h \). To distinguish the heat transfer behavior of upstream and downstream, we compute the mean Nusselt number for upstream and downstream respectively. Table 4 shows Nusselt number for upstream \( Nu_{up} \) which is integrate from \( x = 0 \) to \( x = 0.7h \) for two lower Rayleigh numbers, and integrate from \( x = 0 \) to \( x = 0.65h \) for \( Ra = 1.0 \times 10^{11} \). Even with this domain separation, both \( Nu_{up} \) and \( Nu_{down} \) are close to classical laminar scaling of \( Ra^{1/4} \). This implies that the local transition to turbulent flow here has a negligible effect on the heat transfer rate, due to a very limited domain and the constraint of the top and bottom walls.

### 4. Conclusion

A set of direct numerical simulations for natural convection flow in a differentially heated cubical cavity are performed, with the goal to improve our understanding of flow transition inside the vertical boundary layer adjacent to isothermal walls and its influence on heat transfer rate. The Rayleigh number range considered (\( Ra = 1.5 \times 10^9 \) to \( Ra = 1.0 \times 10^{11} \)) extends these studied in the literature. A three dimensional DUGKS code using domain decomposition and MPI is created and verified by comparing results with reference works at \( Ra = 10^7 \). Specifically, an improved treatment of temperature and velocity boundary conditions is proposed, based on a consistency consideration with the Chapman-Enskog approximation.
Appendix A. Chapman-Enskog analysis of boundary condition

For the mesoscopic method used here, it is crucial to apply appropriate boundary condition to the unknown distribution functions near a wall. For the current double distribution function model, velocity and temperature boundary condition should be applied to \( f(x_w, \xi_a, t) \) and \( g(x_w, \xi_a, t) \), respectively. It is important to point out that the boundary condition should be fully consistent with the Chapman-Enskog approximation. Based on the Chapman-Enskog expansion, the distribution functions can be written approximately as:

\[
\begin{align*}
  f &= f^{eq} - \tau_v \left[ \frac{\partial f^{eq}}{\partial t} + \frac{\partial}{\partial x_i} (\xi_j f^{eq}) \right] + \tau_v \frac{a_j (\xi_j - u_j)}{RT_1} f^{eq} + \mathcal{O}(\tau_v^2), \\
  g &= g^{eq} - \tau_v \left[ \frac{\partial g^{eq}}{\partial t} + \frac{\partial}{\partial x_i} (\xi_j g^{eq}) \right] + \mathcal{O}(\tau_v^2).
\end{align*}
\]

(A.1a)  

(A.1b)

Based on the Chapman-Enskog analysis we realize that the third-order moments of equilibrium \( \int \xi_j \xi_j g^{eq} d\xi \) is needed for momentum flux evaluation, which requires third-order Hermite expansion of \( f^{eq} |_{N=3} \) and Gauss-Hermite quadrature with sixth-degree of precision. For energy equation, the second-order moments of equilibrium \( \int \xi_j \xi_j g^{eq} d\xi \) is needed for the evaluation of energy flux. As the Mach number is very small in the current work, the third-order terms can be neglected. The equilibrium distribution is expanded to the second-order as:

\[
\begin{align*}
  f^{eq}_{aN=2} &= W_a \rho \left[ 1 + \frac{\xi_j \cdot u}{RT_1} + \frac{(\xi_j \cdot u)^2}{2(RT_1)^2} - \frac{u^2}{2RT_2} \right] + \mathcal{O}(Ma^3), \\
  g^{eq}_{aN=2} &= W_a T \left[ 1 + \frac{\xi_j \cdot u}{RT_1} + \frac{(\xi_j \cdot u)^2}{2(RT_1)^2} - \frac{u^2}{2RT_2} \right] + \mathcal{O}(Ma^3).
\end{align*}
\]

(A.2a)  

(A.2b)

For temperature and velocity boundary conditions, we can derive the following equations:

\[
\begin{align*}
  f(\xi_a) - f(\xi_a) &= (1 - \tau_v \frac{a_j u_j}{RT_1}) (f^{eq} - f^{eq}) - \tau_v \frac{\partial}{\partial t} (f^{eq} - f^{eq}) - \tau_v \frac{\partial}{\partial x_i} (\xi_j f^{eq} - f^{eq}) \\
  g(\xi_a) - g(\xi_a) &= (g^{eq} - g^{eq}) - \tau_v \frac{\partial}{\partial t} (g^{eq} - g^{eq}) - \tau_v \frac{\partial}{\partial x_i} (\xi_j g^{eq} - g^{eq}).
\end{align*}
\]

(A.3a)  

(A.3b)

\[
\begin{align*}
  f(\xi_a) + f(\xi_a) &= (g^{eq} + g^{eq}) - \tau_v \frac{\partial}{\partial t} (g^{eq} + g^{eq}) - \tau_v \frac{\partial}{\partial x_i} (\xi_j g^{eq} + g^{eq}) \\
  g(\xi_a) + g(\xi_a) &= (g^{eq} + g^{eq}) - \tau_v \frac{\partial}{\partial t} (g^{eq} + g^{eq}) - \tau_v \frac{\partial}{\partial x_i} (\xi_j g^{eq} + g^{eq}).
\end{align*}
\]

(A.3c)

For simplicity, we use superscript + to represent the particles \( \xi_a \) bouncing back from the wall, while the superscript - represents the particles moving in the opposite direction to \( \xi_a \). \( g^{eq} + g^{eq}, g^{eq} + g^{eq}, g^{eq} + g^{eq}, g^{eq} + g^{eq}, g^{eq} + g^{eq} \) and \( h^{eq} + h^{eq} \) and \( h^{eq} + h^{eq} \) can be derived from the equilibrium distributions:

\[
\begin{align*}
  f^{eq} + f^{eq} &= 2W_a \rho \left[ 1 + \frac{(\xi_j \cdot u)^2}{2(RT_1)^2} - \frac{u^2}{2RT_2} \right].
\end{align*}
\]

(A.4a)
\[ f^{eq^+} - f^{eq^-} = 2W_a \rho \left[ \xi_{\alpha} \cdot u \right] \frac{RT_1}{RT_2} \]  \hspace{1cm} (A.4b)

\[ g^{eq^+} + g^{eq^-} = 2W_a T \left[ 1 + \frac{(\xi_{\alpha} \cdot u)^2}{2(\sqrt{RT_2})^2} - \frac{u^2}{2RT_2} \right] \]  \hspace{1cm} (A.4c)

\[ g^{eq^+} - g^{eq^-} = 2W_a T \left[ \xi_{\alpha} \cdot u \right] \frac{RT_1}{RT_2} \]  \hspace{1cm} (A.4d)

It is important to point out that the \( \frac{\partial}{\partial t} \) and \( \frac{\partial}{\partial x_i} \) operation will reduce the Mach order by one order. To keep the error term to \( O(\tau_s^2, Ma^3) \), the equilibrium need to be expanded to one-order higher, namely, to the fourth-order for \( f^{eq} \) and the third-order for \( g^{eq} \). However, all the high order terms contain \( u^2 \) and \( u^4 \), which can be canceled under the no-slip boundary condition due to derivative by parts. Thus, we did not explicitly write out the higher order terms.

Substituting these expressions into Eq. (A.3a), as all walls are assumed to be no-slip in velocity, we can set \( u = 0 \) to terms not related to time- or spatial derivatives. The \( u^2 \) and \( u^3 \) terms are also eliminated due to derivative by parts, then the following results can be obtained:

\[ f(\xi_{\alpha}) - f(\xi_{\alpha}) = -2\tau_w W_a \xi_{\alpha} \frac{\partial u_i}{\partial t} \frac{RT_1}{RT_2} \left[ 1 + \frac{(\xi_{\alpha} \cdot u)^2}{2(\sqrt{RT_2})^2} - \frac{u^2}{2RT_2} \right] \]

\[ + 2\tau_w W_a \rho \frac{\partial \xi_{\alpha} \cdot u}{\partial x_j} \frac{RT_1}{RT_2}. \]  \hspace{1cm} (A.5)

The Euler equations can be used to replace the time derivative \( \frac{\partial}{\partial t} \) to terms not related to \( O(\tau_s^2, Ma^3) \), therefore

\[ f(\xi_{\alpha}) - f(\xi_{\alpha}) = -2\tau_w \frac{\partial u_i}{\partial t} \frac{RT_1}{RT_2} \left[ 1 + \frac{(\xi_{\alpha} \cdot u)^2}{2(\sqrt{RT_2})^2} - \frac{u^2}{2RT_2} \right] \]

\[ - 2\tau_w W_a \xi_{\alpha} \frac{\partial \rho}{\partial x_j} \frac{RT_1}{RT_2} + 2\tau_w W_a \rho \frac{\partial \xi_{\alpha} \cdot u}{\partial x_j} \frac{RT_1}{RT_2} + O(\tau_s^2, Ma^3). \]  \hspace{1cm} (A.6)

Finally, we have the mesoscopic representation of the no-slip boundary condition as

\[ f(\xi_{\alpha}) - f(\xi_{\alpha}) = 0 + O(\tau_s^2, Ma^3). \]  \hspace{1cm} (A.7)

Substituting the \( g^{eq} \) equilibrium into Eq. (A.3b) with \( u_w = 0 \), the adiabatic boundary condition can be written as:

\[ g(\xi_{\alpha}) - g(\xi_{\alpha}) = -\tau_c \frac{\partial}{\partial t} \left[ 2W_a T \xi_{\alpha} \cdot u \frac{RT_1}{RT_2} \right] - \tau_c \xi_{\alpha} \frac{\partial \rho}{\partial x_j} \frac{RT_1}{RT_2} + O(\tau_s^2, Ma^3). \]  \hspace{1cm} (A.8)

The final result of mesoscopic representation of the adiabatic boundary condition becomes

\[ g(\xi_{\alpha}) - g(\xi_{\alpha}) = -2\tau_w W_a T \xi_{\alpha} \frac{\partial T}{\partial x_j} \frac{RT_1}{RT_2} - a_i \frac{\partial T}{\partial x_j} \frac{RT_1}{RT_2} - \frac{\partial T}{\partial x_j} \frac{RT_1}{RT_2} + O(\tau_s^2, Ma^3). \]  \hspace{1cm} (A.9)

For isothermal boundary condition, we can derive the following expression from Eq. (A.3c):

\[ g(\xi_{\alpha}) + g(\xi_{\alpha}) = 2W_a T - 2W_a \tau_c \frac{\partial T}{\partial t} - 2W_a \tau_c \frac{\partial \xi_{\alpha} \cdot u}{\partial x_j} \frac{RT_1}{RT_2}. \]  \hspace{1cm} (A.10)

Leading order energy equation is used to replace the time derivatives \( \frac{\partial u_i}{\partial t} \) to terms not related to \( O(\tau_s^2, Ma^3) \). Then, the final result for isothermal wall is

\[ g(\xi_{\alpha}) + g(\xi_{\alpha}) = 2W_a T \left( 1 + \tau_c \frac{\partial u_i}{\partial x_j} \frac{RT_1}{RT_2} - \frac{\partial u_i}{\partial x_j} \frac{RT_1}{RT_2} \right) + O(\tau_s^2, Ma^3). \]  \hspace{1cm} (A.12)

In summary, for no-slip boundary condition, the standard “bounce-back” is consistent with the Chapman-Enskog analysis. However, for temperature boundary conditions, most literature works only keep the \( O(1) \) term. In fact, the \( O(\tau_c) \) terms have influence on the heat flux at the boundary. In actual implementation, the derivatives of hydrodynamic variables can be evaluated approximately using the values from last time step. To show that the temperature boundary condition can be accurately implemented by the current kinetic boundary condition, we performed a simulation of natural convection in an air-filled cubical cavity with \( Ra = 10 \times 10^3 \). Fig. A.15 shows the mean Nusselt number distribution along the z-direction, where \( Nu_m(\tilde{z}) \) is defined as:

\[ Nu_m(\tilde{z}) = \int_0^1 \frac{\partial \tilde{\xi} \cdot \tilde{x}}{\partial \tilde{y}} |_{\tilde{y}=0} d\tilde{x}. \]  \hspace{1cm} (A.13)

We compared the mean Nusselt distribution of the current DUKGS results and those from the literature [21,27,39]. Our results agree well with the conventional CFD results of Wang et al. [39] and LBM results of Peng et al. [27]. The results provided by Wang [21] is obtained using the DUKGS scheme with only \( O(1) \) boundary condition implementation. It is obvious that the boundary condition is improved using our current kinetic boundary condition including the \( O(\tau_c) \) terms.

To further confirm the convergence of the DUKGS, we performed a series of two-dimensional simulations of natural convection in a square cavity at \( Ra = 10 \times 10^3 \) with different meshes. Simulations are conducted with meshes 20 \times 20, 40 \times 40, 80 \times 80, 160 \times 160, 320 \times 320 and the CFL numbers are adjusted to keep the time step constant accordingly. The \( L_2 \) error in temperature and velocity field are measured in Table A.5, where the \( L_2 \) error is defined as:

\[ E(\phi) = \sqrt{\frac{\sum_{x,y} |\phi(x,y,t) - \phi_e(x,y,t)|^2}{\sum_{x,y} |\phi(x,y,t)|^2}} \]  \hspace{1cm} (A.14)
where $\phi = \theta$ or $\hat{u}$, and $\phi_e$ is the benchmark value with the mesh $320 \times 320$. At least second-order convergence of the DUGKS is confirmed.

Besides the steady natural convection simulation, we also validate our code by calculating the critical Rayleigh number of transition to unsteady flow regime for two-dimensional natural convection in a square cavity. A set of simulations of two-dimensional natural convection with non-uniform 500 $\times$ 500 meshes are performed. The non-uniformity parameter is set to be $S = 3$, and the minimum grid spacing is $\Delta x_{\min} = 6.0219 \times 10^{-4}$. Fig. A.16 shows time trace of temperature at monitoring point for the simulation with five different Rayleigh numbers. The red line represents the time integration was started from the steady flow of the case $Ra = 1.8 \times 10^8$ and the blue dash line represents the simulation was started from the unsteady solution of the case $Ra = 2.0 \times 10^8$. Steady results are obtained for the cases $Ra = 1.6 \times 10^8$ and $Ra = 1.8 \times 10^8$. The non-uniformity parameter is set to be $S = 3$, and the minimum grid spacing is $\Delta x_{\min} = 6.0219 \times 10^{-4}$. Fig. A.16 shows time trace of temperature at monitoring point for the simulation with five different Rayleigh numbers. The red line represents the time integration was started from the steady flow of the case $Ra = 1.8 \times 10^8$ and the blue dash line represents the simulation was started from the unsteady solution of the case $Ra = 2.0 \times 10^8$. Steady results are obtained for the cases $Ra = 1.6 \times 10^8$ and $Ra = 1.8 \times 10^8$. 
1.8 × 10^8, for both initial conditions. For the casesRa = 1.82 × 10^6 andRa = 1.84 × 10^8, it shows that the solution first experiences damped oscillations and then reaches periodic oscillations. With these high resolution results, the critical Rayleigh number would be between 1.80 × 10^6 and 1.82 × 10^6, which is consistent with the the Le Quéré and Behnia result for Ra_c, Ra_c = (1.82 ± 0.01) × 10^6. We also note that the amplitude of oscillations increases with Ra for Ra ≥ 1.82 × 10^6.

Appendix B. Order of accuracy test

To validate the second-order accuracy of our scheme in both space and time, we simulated the unsteady 2D Taylor-Green vortex flow in a square domain. The Taylor-Green vortex flow is an exact solution of the Navier-Stokes equation in a two-dimensional periodic domain, representing the viscous decay process of a vortical flow. The velocity and pressure fields of this unsteady flow are given as:

\[ u(x, y, t) = -U_0 \cos \left( \frac{2\pi x}{L} \right) \sin \left( \frac{2\pi y}{L} \right) e^{-\frac{x^2+y^2}{2\nu t}}, \]  
\[ v(x, y, t) = U_0 \cos \left( \frac{2\pi y}{L} \right) \sin \left( \frac{2\pi x}{L} \right) e^{-\frac{x^2+y^2}{2\nu t}}, \]  
\[ p(x, y, t) = -\frac{1}{2} \nu \left( \frac{2\pi}{L} \right) \cos \left( \frac{2\pi x}{L} \right) \cos \left( \frac{2\pi y}{L} \right) e^{-\frac{x^2+y^2}{2\nu t}}, \]  

where \( \nu \) is the shear viscosity. In order to use the analytical solution as the rigorous benchmark, we must initialize the distribution functions carefully to be fully consistent with the hydrodynamic velocity and pressure fields. In the DUGKS simulation, the initial distributions are generated by iteration as follows:

1. Begin with the initial distribution function defined as \( f(x, \xi_x, \xi_y, 0) = f_{eq}^{in}(\rho(x, 0), u(x, 0)) \), where \( \rho(x, 0) = \rho(x, 0) / c_2^2 \).

\[ f_{eq}^{in} = W_{eq} \rho \left[ 1 + \frac{\xi_x u_x}{R_T} + \frac{\xi_y u_y}{2(R_T)^2} + \frac{u^2}{2R_T} + O(Ma^2) \right]. \]  

2. Evolve the distribution function for one time step with DUGKS. Update the hydrodynamic variable and denote them as \( \rho(x, \Delta t) \) and \( u(x, \Delta t) \).

3. Based on the Chapman-Enskog expansion, the distribution function can be written as follows:

\[ f_a = f_{eq} + \tau_e \left[ \frac{\partial f_{eq}}{\partial t} + \frac{\partial}{\partial x_i} (\xi_i f_{eq}) \right] + \tau_v \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} f_{eq} + O(\tau_e^2) \]  

With the unexpanded form of the equilibrium distribution and the Euler equation, the distribution function can be written as:

\[ f_a = f_{eq} + \tau_e \left[ 1 + \frac{\partial u_i}{\partial x_i} \frac{\partial u_j}{\partial x_j} + O(\tau_e^2) \right] + \tau_v \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} f_{eq} + O(\tau_e^2) \]  
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