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Direct numerical simulations of an aggregation system composed of monosized spherical particles in
homogeneous isotropic turbulence have been performed using Lattice Boltzmann method (LBM). The
effects of hydrodynamics on the aggregation process were considered by directly resolving the distur-
bance flows around finite-size solid particles using an interpolated bounce-back scheme. A nonuniform
time-dependent large-scale stochastic forcing scheme was implemented within the mesoscopic
multiple-relaxation-time LBM approach to maintain turbulence intensity at targeted levels. To simulate
particle interactions, the non-contact surface force and the contact force were taken into account using
the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory and the soft-sphere model, respectively. This
interface-resolved direct numerical simulation (IR-DNS) combined with the well-known DLVO theory
was employed to obtain an insight into the aggregation process of micron-size particles. Specifically,
the model was used to study the effects of solid volume fraction on aggregate growth. Aggregates of lar-
ger sizes formed in local regions of higher concentration of particles due to higher encountering proba-
bility between particles. The effects of aggregating particles of different volume fractions on the
statistically stationary homogeneous isotropic turbulent flow were investigated. It was found that the
presence of particles attenuated the turbulent kinetic energy at large scales and augmented the kinetic
energy at the small scales. This effect is more apparent with increasing volume concentration of particles.

� 2019 Elsevier Ltd. All rights reserved.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ces.2019.03.004&domain=pdf
https://doi.org/10.1016/j.ces.2019.03.004
mailto:wanglp@sustc.edu.cn
https://doi.org/10.1016/j.ces.2019.03.004
http://www.sciencedirect.com/science/journal/00092509
http://www.elsevier.com/locate/ces


202 G. Wang et al. / Chemical Engineering Science 201 (2019) 201–211
1. Introduction

Aggregation of small particles is commonly encountered inmany
industrial processes including water treatment, mineral
beneficiation and dewatering, and biological separation processes
(Bratby, 2006; Vandamme et al., 2013; Wang et al., 2014a; Wang
et al., 2018a). The effective management and disposal of suspen-
sions containing colloidal particulate matters are important from
both environmental and water recovery perspectives. Particle
aggregation refers to formation of assemblages in a suspension
and during this process particles stick to each other forming
larger-size clusters or aggregates. The efficiency of such processes
often depends on the rate and extent of aggregation and subse-
quently the size and structure of the aggregates formed in the sus-
pension. An optimum flow environment can be achieved by
eliminating insufficientmixing and by generating a flowfieldwhere
aggregates can form to their optimum size and strength simultane-
ously. Particle-fluid and particle-particle interactions play an
important role in aggregation process. It is desirable to understand
the formation and dynamics of aggregation of suspensions com-
posed of different particle volume fractions in a turbulent field.

Nevertheless, few studies have incorporated hydrodynamic
models to directly simulate the formation and settling of particle
aggregates in aggregation processes. Due to the difficulties in mod-
eling fluid–particle interactions and structures of particle aggre-
gates, the effect of turbulence on aggregation process is still a
poorly understood phenomenon (Thomas et al., 1999). With devel-
opment in computational methods and increasing computational
power, the use of computational fluid dynamics (CFD) and discrete
element model (DEM) for detailed simulations of aggregation is
being developed extensively. Bridgeman et al. (2009) presented a
critical review of current approaches using CFD to model the
inter-related hydrodynamic, physical and chemical processes
involved in the aggregation. The turbulent flow is usually modelled
by the two-equation models and such an approach, while compu-
tationally efficient, has been found to produce often inaccurate
results compared to experimental data. CFD has been developed
as a tool for simulating the operation of aggregation tanks with
the purpose of the optimization of the design and operation of
aggregation (Karpinska and Bridgeman, 2016; Samaras et al.,
2010; Vadasarukkai et al., 2011; Wang et al., 2018b). Few research-
ers have studied particle tracking using a Lagrangian model. Peng
et al. (2010; 2012a; 2012b) used the DEM method to study the
aggregation of suspended nanoparticles and the influence of parti-
cle size distribution and aggregate structure on suspension shear
yield stress.

With the rapid development of Lattice Boltzmann method
(LBM), this method can be applied to explore the mechanisms of
aggregation processes. The LBM has developed into a mesoscopic
simulation tool for the computation of incompressible flow, giving
essentially second-order accuracy in space and time (Chen and
Doolen, 1998). In the simulation of fully resolved flow around par-
ticles, Ladd (1994a, 1944b) introduced a particularly efficient and
simple way to enforce the no-slip boundary condition on a sphere
in the LB method. According to the no-slip boundary condition, the
fluid velocity relative to the particle surface velocity vanishes at
the surface of the solid spheres. By identifying the boundary nodes
as the points halfway between any pair of neighboring lattice sites
where one is located inside the sphere and the other one is outside
the sphere, the lattice particle distribution bounces back at the
boundary node resulting in a zero-average velocity at the boundary
node. In this way, the LBM does not require a closure relationship
for the particle–fluid interaction force, as the force can be com-
puted directly through the net momentum exchange from all
bounce-back operations.
The implementations of the LBM for simulations of suspended
particles (Ladd and Verberg, 2001; Nguyen and Ladd, 2002; Zhou
et al., 2017) and many particle systems in sedimentation
(Nguyen and Ladd, 2005) and Couette systems (Kromkamp et al.,
2006), have proved to be simple and robust for lower–Reynolds
number flows. Zhang and Zhang (2008) used LBM to describe the
complicated fractal floc settling behavior. Zhang and Zhang
(2011) used the LBM to study the aggregation processes of cohe-
sive sediment due to differential settling. Zhang et al. (2013) fur-
ther extended this method in the study of aggregation of
cohesive sediment induced by turbulence. Turbulent shear was
shown to be a significant factor on the floc size, floc settling veloc-
ity, and collision frequency. Ernst et al. (2013) used the LBM to
study the agglomeration of freely moving spherical particles. Parti-
cles were considered to always stick together and form aggregates
once two particles touched each other. Derksen (2012) used the
LBM to study the aggregation of monosized spherical particles in
homogeneous isotropic turbulence. Turbulence interacts with the
aggregation process in two ways: on the one hand it promotes col-
lisions that potentially lead to aggregation events, on the other
hand the local shear-induced hydrodynamic forces from turbulent
flow can lead to the breakage of aggregates. The aggregate size dis-
tributions were found dependent on both the strength of particle–
particle interactions and the intensity of the turbulence. Turbulent
fluctuations of the hydrodynamic stress along the aggregate trajec-
tory were found to play a key role in the breakage of aggregates
(Babler et al., 2012). The breakup rates were found to be substan-
tially different in the different flow configurations, highlighting the
importance of flow inhomogeneity and turbulent fluctuations
(Babler et al., 2015). Three-dimensional particle tracking velocime-
try was also used to measure aggregate trajectories and the full
velocity gradient tensor along their pathlines (Saha et al., 2015).
Drag stress was found to play an important role at the location
of breakage compared to shear stress and normal stress at the loca-
tion of breakage.

Resolved simulations of multiple particles in isotropic turbu-
lence are developing using different methods (Chouippe and
Uhlmann, 2015; Vreman, 2016). In the current work, a LBM model
has been developed to study the aggregation of monosized spher-
ical particles has been developed and the simulation results of the
aggregation hydrodynamics, fluid–particle interactions, and parti-
cle–particle collision behaviour will be reported. Nevertheless,
the same methodology developed in our group has been success-
fully applied to investigate the modulation of turbulence by
finite-size solid particles (Wang et al., 2014b). This methodology
is extended to study the aggregation of monosized spherical parti-
cles in homogeneous isotropic turbulence. The statistical proper-
ties of a group of particles in the forced turbulent flow and the
modulations of both the mean flow velocity and turbulent inten-
sity by solid particles are analyzed to probe multiscale physics in
aggregation processes.
2. Problem setup and numerical method

2.1. Problem description of an aggregation system

In order to keep the computations affordable, the simulation
area was restricted to a ‘‘box” (referred to as the reconstructed
domain). The aggregation of spherical monodisperse particles were
simulated in a cubic domain defined as fully-periodic boundary
conditions in all dimensions. It is assumed that the same aggrega-
tion behaviour in the simulated domain could be repeated within
the whole system and the aggregation occurred far from the edges
where the boundary effect was negligible.



Fig. 1. Sketch of an aggregation system with particles at a volume fraction of 1%
uniformly distributed in the cubic domain.

G. Wang et al. / Chemical Engineering Science 201 (2019) 201–211 203
As shown in Fig. 1, a number of monodisperse spherical parti-
cles are inserted into a reconstructed domain. Simulations of the
aggregation process were performed in the reconstructed domain
(32dp � 32dp � 32dp), for five different average particle volume
fractions (up). The parameters of the background flow are given
in Table 1. The analysis of the effect of the particle volume fraction
on the aggregation process was performed on five different particle
volume fractions in the range from 1 to 9%.

2.2. The lattice Boltzmann method

The model was built based on the lattice Boltzmann method
(D3Q19, three-dimensional nineteen discrete velocities) incorpo-
rating a sharp-interface treatment of no-slip condition on particle
surfaces. LBM solves in a few selected discrete velocities the evolu-
tion of the molecular distribution functions from which the hydro-
dynamic quantities, such as pressure and velocity fields are
directly obtained by taking moments. The multiple-relaxation time
(MRT) collision model was selected for its better numerical stabil-
ity over the single-relaxation time (SRT) model. Bounce-back
schemes were used to treat no-slip boundary conditions with min-
imal numerical dissipation. In this study, an interpolated bounce-
back scheme designed by Lallemand and Luo (2003) was adopted
to treat the interaction of the fluid with moving solid surfaces as
the default scheme for the no-slip boundary condition.

The studied domain is discretized into a number of lattice nodes
residing on a uniform cubic grid. In the LBM, fluid lattice particles
of unique velocities move from each node to its neighbors accord-
ing to prescribed rules. There are 19 lattice velocities labelled from
Table 1
Calculation parameters and simulated statistics in forced
single-phase and particle-laden turbulent flows.

Grid resolution N3 2563

Viscosity m 7.844 � 10�3

dp/dx 8
Particle volume fraction 1%, 3%, 5%, 7%, 9%
dp/g 8.8
qp/qf 5
Restitution coefficient 0.1
Hamaker’s constant 1.5 � 10�20 J
0 to 18 in D3Q19 lattice grid. LBM solves the evolution of meso-
scopic particle distribution functions as

f i x!þ e!idt ; t þ dt
� �

� f i x!; t
� �

¼ �M�1S m x!; t
� �

�m eqð Þ x!; t
� �h i

þ Q ð1Þ

where f i is the vector of distribution functions, e!i are the selected
discrete velocities, x! and t are the spatial and time coordinate,
respectively. dt is the lattice time step, M is the transform matrix
that relates the distribution functions vector f i to a moments vector
m with the same length. m eqð Þ is the equilibrium part of m. S is diag-
onal matrix of relaxation parameters. The dx is 1 in lattice units. The
term Q denotes a forcing field in the mesoscopic space to produce a
desired non-uniform, time-dependent, large-scale physical space
forcing field F(x,t). We apply the well-known stochastic forcing
scheme of Eswaran and Pope (1988b) to drive the turbulent flow
for the advantage of predictable energy input. The average net rate
of energy input through the forcing scheme, which is also equal to
the average viscous dissipation rate, can be expressed empirically as

rate of energy input ¼ 4Nfr2
f Tf

1þ Tf r2
f Tf Nf k

2
0

� �1=3�
b

ð2Þ

where the number of forced modes is Nf = 80 and the lowest
wavenumber in spectral units is k0 = 1. b is a fitting parameter.
Based on their lower resolution simulations, Eswaran and Pope
(1988b) found that b � 0.8. In this type of forcing, the flow could
be initialized from any random field of U(x, t). This stochastic
method forces the Fourier modes of |k| < 2.5 by amplifying the
velocity vector in Fourier space to achieve a predefined energy spec-
trum, for the two low wave number band. The preset values of
energy are obtained so that their ratio satisfies k�5/3 energy spec-
trum, after accounting for the number of modes forced in each shell
volume. More information about the large-scale forcing, MPI imple-
mentation as well as definitions of the moments, and their corre-
sponding equilibria in the present D3Q19 MRT-LBM model can be
found in the references (Gao et al., 2013; Wang et al., 2014b). Here,
this information will not be repeated.

2.3. Suspended particles

After the hydrodynamic force/torque, the lubrication force, the
collision force and van der Waals force acting on the particle are
calculated. The translational and rotational velocities of a single
particle within a suspension are based on Newton’s equation of
motion. The particle translational velocity V, position Y, angular
velocity X and displacement H are updated as

Vtþdt ¼ Vt þ 1
Mp

Ftþdt=2þFt�dt=2

2 þ Ft
lub þ Ft

VD þ Ft
s

� �
dt;

Ytþdt ¼ Yt þ 1
2 Vtþdt þ Vt
� �

dt;

Xtþdt ¼ Xt þ 1
Ip

Ctþdt=2þCt�dt=2

2

� �
dt;

Htþdt ¼ Ht þ 1
2 Xtþdt þXt
� �

dt;

ð3Þ

where Mp and Ip are the mass and moment of inertia of the particle.
It should be noted that the hydrodynamic force F and torque U are
expressed at half time. Since the momentum exchange actually
happens somewhere between t to t + dt during the streaming pro-
cess. This feature allows the natural application of trapezoidal rule
in the update of the particle velocity and angular velocity. The lubri-
cation force, however, is calculated based on the initial particle
position and velocity at t. The van der Waals force is calculated
based on the surface properties of particles, which is explained in
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the next section. Finally, the particle position and angular displace-
ment are proceeded to t + dt using a simple trapezoidal rule.

2.4. The force models

� Lubrication force model and soft-sphere collision model
When two particles are in close proximity with a separation of

the order of or less than the lattice spacing, the hydrodynamic
interactions between them could not be properly resolved in the
LB simulations, Therefore, lubrication forces are explicitly imposed
on the particles and the lubrication force model in Brändle de
Motta et al. (2013) was used to handle the particle-particle interac-
tions. The lubrication force was applied with the coefficients
e0 = 0.125 for particle-particle interactions. The piece-wise lubrica-
tion force model as is shown in Fig. 2 was implemented, which is
written as:

F lub ¼ 6plRpun k eð Þ � k ealð Þ½ � ð4Þ
where k is the asymptotic function of e, eal is the threshold distance
belowwhich the lubrication force is turned on. The choice of eal may
depend on the specific numerical method one uses. Typically, when
the gap distance between two solid objects is smaller than one grid
spacing, the flow inside the gap is usually unresolved and the lubri-
cation force model has to play a role. k for particle-particle interac-
tions, to the order of O(e) is:

k eð Þ ¼ 1
2e

� 9
20

lne� 3
56

elneþ 1:346þ O eð Þ ð5Þ

A soft-sphere collision model in (Brändle de Motta et al., 2013)
was employed to prevent the two solid objects in physical contact
from generating nonphysical overlapping. This model is essentially
a spring-dashpot system, which reads as

Fs ¼ �knf� bnunð Þn ð6Þ
where

kn ¼
me p2 þ lnedð Þ2
h i

Ncdtð Þ2
; bn ¼ �2me lnedð Þ

Ncdt
; me ¼ 1

1
mi
þ 1

mj

� � ; ð7Þ

are the stiffness of the spring and the damping coefficient of the
dashpot, me is the effective mass, respectively. ed is the collision
coefficient of restitution, Ncdt is the collision period. Ideally, Nc
Fig. 2. Multilayer model for hydrodynamic interaction and head-on collision
between two spherical particles (Brändle de Motta et al., 2013).
should be as small as possible to mimic the ephemeral collisions
period in reality. On the other hand, Ncmust also be sufficient large
so the collision process is well resolved. Brändle de Motta et al.
(2013) suggested Nc should be made small but no smaller than
8. The collision restitution coefficient is given as 0.1 following
the setup used in the work by Sun et al. (2018).

� The van der Waals force model

In the absence of additives such as polymeric flocculants, van
der Waals force and electrostatic force are considered to be the
dominant forces in colloidal suspensions (Liang et al., 2007). The
effect of these forces between particles is commonly simulated
using the well-known Derjaguin–Landau–Verwey–Overbeek
(DLVO) theory. This theory considers the algebraic summation of
van der Waals attractive force and electrical double layer repulsive
force. For the simulation of the breakup of aggregates, the electro-
static repulsive force was assumed to be negligible considering
chemicals are generally added to neutralize the charges on the sur-
face of particles (Higashitani et al., 2001). Only the van der Waals
force is considered for simplicity. The van der Waals interaction,
VVDW, is a microscopic-scale force of attraction originating from
the permanent and induced electrical interactions between two
or more atoms or molecules (Hunter, 2001). For mono-sized
particle-particle surface interactions the non-retarded van der
Waals potential energy can be evaluated by the Hamaker approx-
imation for short distances. The van der Waals potential VVDW

between mono-sized spherical particles i and j, following the
model in the work by Zhang and Zhang (2011), is given by the
following

VVDW ¼�A
6

2R1R2

r2ij � R1 þ R2ð Þ2
þ 2R1R2

r2ij � R1 �R2ð Þ2
þ ln

r2ij � R1 þR2ð Þ2

r2ij � R1 �R2ð Þ2
" # !

ð8Þ
where rij is the distance between the surfaces of two close particles.
A is the Hamaker constant, which depends on the geometry and
materials of the solid surface, and its value was fixed at
1.5 � 10�20 J (1.51 � 10�20 J in (Peng et al., 2010)). The correspond-
ing interparticle attractive van der Waals force can be derived from
Faggr,ij = �dVAij/drij For the given mono-sized particle system, the
van der Waals force between two identical spherical particles can
be written as:

FVD rð Þ ¼ � ARp

12r2
ð9Þ

A cutoff interaction distance, the same with the particle diame-
ter dp beyond which the van der Waals force was negligible, was
chosen to minimize the computation. Lubrication force model
and the soft-sphere collision model together with the van der
Waals force model ensure a good prediction of the particle-
particle aggregation process in a homogeneous isotropic turbu-
lence. It is noted that the van der Waals potential tends to infinity
as the distance between surfaces of two particles approaches zero.
A cut-off distance was defined to overcome this numerical problem
and the cut-off distance was taken in accordance with the cut-off
distance reported in (Gao et al., 2017).

3. Results and discussion

3.1. Forced particle-laden turbulence

The effects of the introduction of particles into the forced homo-
geneous isotropic turbulence are studied in this section. Fig. 3 dis-
plays the time evolution of volume-averaged whole-field
fluctuating velocity and kinetic energy for different concentrations



Fig. 3. Evolution of (a) fluctuating velocity and (b) kinetic energy after particles of different particle volume fractions were introduced relative to the single-phase turbulence.
The particles were introduced at 20 Te.
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of particles. It should be mentioned that the statistical averaging
was performed only over the fluid phase. The flow was initially
at rest, and the large-scale forcing injected energy into the large
scales, which was transferred to smaller scales. Eventually, the vis-
cous dissipation balanced the energy input from the large-scale
forcing, and the flow became statistically stationary. Typically, it
takes about 3–5 large-eddy turnover times for the flow to reach
the stationary stage (Wang et al., 2014b). Particles were introduced
at 20 large eddy turnover time. The time evolution of kinetic
energy and fluctuating velocity followed the same trend. It was
found that the kinetic energy of the system dropped quickly imme-
diately after the introduction of solid particles due to increased vis-
cous dissipation on the particle surfaces. The reduction was more
apparent for higher particle concentration. This observation is in
accordance with the findings by Abdelsamie and Lee (2012) that
the system kinetic energy of particle-laden flow was reduced com-
pared to single-phase turbulence.
Fig. 4. Kinetic energy spectra for single-phase turbulence and particle-laden
aggregating flows with different solid volume fractions. The vertical line marks
the crossover point.
Fig. 4 shows the kinetic energy spectra for single phase forced
turbulence and particle-laden turbulent flows. When computing
the spectra for particle laden flows, the velocity inside a particle
is assumed to take the form of a solid body rotation, and as such
the full velocity field is properly defined. Compared to the energy
spectra of single phase forced turbulence, the energy spectra of
particle-laden turbulent flows follow similar trend. It is observed
that the energy is attenuated at low wavenumbers where the
large-scale forcing is applied, and is augmented at large wavenum-
bers. This effect has been reported in other studies (Derksen, 2012;
Schneiders et al., 2017; Ten Cate et al., 2004; Vreman, 2016; Wang
et al., 2014b). Though the forcing field has been only applied to the
fluid lattice node, the realized kinetic energy has the proper inter-
pretation of the average kinetic energy of the whole system con-
taining the fluid phase and solid particles. The presence of solid
particles increases the resistance to large-scale flow due to the
added drag on the solid particles. The disturbance flows around
Fig. 5. Dissipation rate spectra for single-phase turbulence and particle-laden
aggregating flows with different solid volume fractions. The vertical line marks the
crossover point.
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the solid particles enhance the high wavenumber energy content,
at the cost of reduced low-wavenumber velocity fluctuations.

A similar trend is observed for dissipation rate spectra regarding
to energy spectra. Fig. 5 shows the dissipation rate spectra for sin-
gle phase forced turbulence and particle-laden turbulent flows. The
energy dissipation is attenuated at low wavenumbers where the
large-scale forcing is applied, and is augmented at large wavenum-
bers. Flat tails are observed in the dissipation spectrum which was
also found in the work by Ten Cate et al. (2004). There will be a dis-
continuity in the velocity gradient going from the fluid phase into
the particle. There are also layers of enhanced vorticity close to the
particle surface that are linked to the increased rate of total viscous
dissipation. Both of which can give apparently flat tails to the dis-
sipation spectrum. It is interesting to note that the crossover point
at which dissipation rate of particle-laden turbulent flows exceed
that of the single-phase turbulent flow agrees well with the cross-
over point in energy spectra plot. Nevertheless, the normalized
flow dissipation rates are much larger than the value of the
single-phase turbulence and the normalized flow dissipation rates
increased with particle volume fractions as is shown in Table 2.
This implies that the particle-laden system is much more dissipa-
tive than the single-phase turbulence as the enhanced local dissi-
pation at the particle–fluid interfaces leads to enhanced system
dissipation.

The volume-averaged statistics averaged over the last 40 eddy
turnover times in forced single-phase turbulent flows and
particle-laden turbulence are shown in Table 2. Averaging over
eddy turnover times provides an approach to estimate the stan-
dard deviation of the final averaged value. Let r

A
� be the standard

deviation of volume-averaged quantity A(t). Eswaran and Pope
(1988a) gave a method of calculating the standard deviation of
the time-averaged A, and the time-averaged A is

A
�
¼ 1

DTave

Z t0þDTave

t0

A tð Þdt ð10Þ

where DTave is the time duration used for averaging. The standard
deviation is

r
A
� ¼ rA

ffiffiffiffiffiffiffiffiffiffiffiffi
2Tc

DTave

s
ð11Þ

where Tc is the correlation time of A(t). In Table 2, we list the statis-
tics for each simulation in the form of mean and standard variance
values. The computed flow statistics at the stationary stage, listed in
Table 2, include component fluctuation velocity u0 , the kinetic
energy E kð Þ, the flow dissipation rate e, Taylor microscale flow Rey-
nolds number Rk, resolution parameter kmaxg, velocity derivative
skewness S, velocity derivative flatness F, the normalized dissipa-

tion rate �Lf = u
0� �3

, Kolmogorov length scale gK , transverse Taylor
microscale k, longitudinal integral length scale Lf , Kolmogorov
velocity vK , Kolmogorov time sK , eddy turnover time Te. The same
flow forcing parameters and fluid properties used for the single
phase forced turbulence were adopted for forced turbulence laden
with solid particles. We consider the particle–fluid system as a con-
tinuous system in local velocity, with velocity inside each particle
set to that of solid body rotation. The whole field statistics for five
particle-laden LB simulations of different particle volume fractions
are plotted in Table 2. Compared to the single phase turbulence,
the magnitude of field-averaged dissipation rate and kinetic energy
in the particle-laden flow are smaller. The reductions become more
apparent with increasing particle volume fraction. Since the dissi-
pation rate is still balanced by the large-scale energy input, this
implies that the large-scale energy input is also reduced when com-
pared to the single-phase turbulence. This reduction is partially due
to the fact that the forcing was only applied to the region occupied



Fig. 7. Time series of the number of contacts in aggregation system consisted of
different particle volume fractions.
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by the fluid. It should be mentioned that higher order moments of
the velocity derivative may be inaccurate and higher grid resolution
is needed to accurately resolve the local dissipation rate at the par-
ticle surface. We used the same background turbulence as in Wang
et al. (2014b). Grid refinement has been performed in Wang et al.
(2014a,b)’s tests and grid resolution of 256 points in each direction
was compared to 512 points. When 16 lattice units instead of 8 lat-
tice units was used for one particle diameter, the overall turbulent
statistics did not change much as is shown in the table from Wang
et al. (2014a,b), meaning that 8 lattice units was sufficient for one
particle diameter. In that case, a grid resolution of 256 points in
each direction appeared to be sufficient for most turbulent statis-
tics, except the velocity flatness. However, the rather high horizon-
tal tails of the dissipation spectra in some of the present cases
(Fig. 5) suggest that, in these cases, the dissipation rate and other
statistics of velocity derivatives are only marginally resolved.

3.2. Aggregation in forced homogeneous isotropic turbulence

Aggregation of particles in homogeneous isotropic turbulence is
dependent not only on the self-interactions between aggregates,
but also the turbulence which requires an appropriate domain size.
The cubic domain should be much larger than the aggregate size to
achieve representative results for the purpose of avoiding unphys-
ical situation that an aggregate strongly interacts with itself
through the periodic boundary (Derksen, 2012). The Kolmogorov
length scale over particle diameter is 0.11. A representation of par-
ticle aggregation with solid volume concentration at 5% is given in
Fig. 6. Fig. 6A shows the initial distribution of particles in the cubic,
which is evenly distributed. After 30 large eddy turnover time, a
snapshot of particle configurations is given in Fig. 6B. It appears
that large aggregate structures comparable to the size of cubic
are formed. This is due to the appearance that aggregates in front
block the view of aggregates in the back. To show the largest aggre-
gate formed in this case, we extracted two largest aggregates as is
shown in Fig. 6C. The size of domain is much larger than the size of
the largest aggregate. Derksen (2012) considered that aggregate
size distribution was fairly independent of the size of the flow
domain when the length of domain was 16 times higher than the
diameter of primary particles. In our studies, the length of domain
to the diameter of primary particles were always kept at 32. There-
fore, the periodic flow domain is sufficiently large to develop a
dynamically stationary aggregate size distribution.

To study statistically the contacts between particles, time series
of particle-particle contacts are plotted in Fig. 7. A striking observa-
tion is that the aggregating systems can quickly get unstable and
the number of contacts between particles increases sharply in
the first two large eddy turnover time after the introduction of
Fig. 6. Single realization of aggregation with particle concentration at 5%: A, initial sta
introduction of particles; C, two largest aggregates taken from Figure B.
particles. The number of contacts remain at certain level after four
times of eddy turnover time. This means that the system quickly
reaches a dynamically stationary state with continuous attach-
ment and detachment of particles. It should be pointed out that
simulations were carried out for different particle concentration
ranging from 1 to 9% under same turbulence intensity. The number
of contacts increase with the particle concentration.

To illustrate the relationship between the number of contacts
and the particle volume fractions, we plot the number of contacts
as a function of particle volume fraction as is shown in Fig. 8. A
clear linear relationship is found between the number of contacts
and the particle volume fraction representing the number of parti-
cles. The aggregates presented in this article are by aggregate vol-
ume (which is the same as by aggregate mass or by aggregate size
in terms of the number of primary spheres). This is intuitively log-
ical that the number of contacts between particles in the turbu-
lence increases with the number of particles. Nevertheless,
number of contacts is generally believed to be dependent on the
number of particle pairs, which is a function of square of particle
number. It should be pointed out that this theory is true for
particle-laden turbulent flows with particles that are freely
moving. Our simulations are different scenario that particles are
aggregating and may stick to other particles in the turbulent flows.
This may result in the linear relationship between the number of
contacts and the number of particles.
te of particle distribution; B, a snapshot of particle aggregating at 30Te after the



Fig. 8. Number of contacts as a function of particle volume fraction.
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To make the observations regarding the aggregation process
more quantitative, time-averaged aggregate size distributions for
five different solid concentrations were determined. The aggrega-
tion system is unstable after the introduction of particles. There-
fore, we analyze the statistics of aggregates after 10 large eddy
turnover time and the aggregation system reaches dynamic sta-
tionary state. Since the aggregate size distribution is obtained dur-
ing a stationary time window, turbulence is maintained at same
level for different particle concentrations. A large number of
instantaneous realizations for 20 large eddy turnover time have
been analyzed and Fig. 9 shows aggregate size distributions for five
different solid concentrations under the same turbulent flows.
Aggregates size distributions follow similar trends for different
particle volume fraction. Most of particles are in the small aggre-
gate size region and this is in accordance with the observations
in Derksen (2012). The effects of particle volume fraction on the
aggregate size distribution can be observed in a way that a shift
toward larger aggregate sizes appears if the particle volume frac-
tion is increased. The scenario that large aggregates formed in
dense suspension is due to the reason that collisions are much
more frequent, whilst, smaller aggregates develops in more dilute
suspensions because collisions are much less frequent in the dilute
suspensions.

Aggregation of particles can be characterized by the particle
radial distribution function (RDF) g(ri), which is defined as
Fig. 9. Aggregate size (the number of primary particles) distribution for different
particle volume fractions.
g rið Þ ¼ Ni=Vi

N=V
ð12Þ

where Ni is the number of particle pairs separated with a dis-
tance (ri � Dr, ri + Dr), Vi is the shell volume of 4p[(ri +Dr)3 -
� (ri � Dr)3] /3, N is the total number of particle pairs Np
(Np � 1)/2 and V is the total volume LxLyLz. ri is the radial distance
between two particle centers. The radial distribution functions for
the same cases in Fig. 9 are calculated and presented in Fig. 10.
Similar trend is observed for different particle volume fractions
as in the plot of aggregate size distribution. Peaks appeared around
2Rp for different particle volume fractions, and this means that
most of aggregates were consisted of two primary particles. A shift
towards larger aggregate sizes is observed if the particle volume
fraction is increased. A dynamic study of aggregation is presented
in Fig. 11, where radial distribution functions for particle volume
fraction of 9% at different time states are given. t0 is the time when
particles are first introduced into the homogeneous isotropic tur-
bulence. In this case, the PDF is zero at ri = Rp and is flat after reach-
ing climax. This means that particles are evenly distributed across
the volume and no particles overlap initially, as designed in the
simulations. The aggregating system is highly unstable, and the
radial distribution function changes significantly over first two
large eddy turnover time. An apparent peak is formed at ri = Rp

as is observed in Fig. 10. The peak grows with time and becomes
stable when the aggregating system reaches a dynamic stationary
state, meaning that particles attach and detach constantly reaching
an equilibrium state. It should be pointed out that the particle pref-
erential concentration due to inertia drives particles together that
increases their chance to collide and aggregate. This accumulation
effect combined with the attractions between particles make
aggregations more apparent in dense suspensions.

The flow field with the particles aggregate is shown in Fig. 12.
Fig. 12a is a snapshot of fluid velocity distribution on a slice at
z = 128.5 for particle volume fraction of 9% when the particles
are first introduced. Fig. 12b shows the visualization on the same
slice after 30 times large eddy turnover time. Particles are initially
evenly distributed and a large number of aggregates are formed
after aggregation finishes. It is clear that regions of high velocity
appear to be more structured in the slice where aggregation has
finished when compared to that in the slice when particles are first
introduced. Due to the effect of surrounding flow field around the
Fig. 10. The particle radial distribution functions for different particle volume
fractions in the particle-laden forced turbulent flow simulations.



Fig. 11. The particle radial distribution functions for 9% fractions in the particle-
laden forced turbulent flow simulations at different times: t0 = 0, t1 = Te, t2 = 2Te,
t3 = 3Te, t4 = 4Te.
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aggregating particles, particles are pushed together and large
aggregates are formed. The fluid velocity magnitude is less near
the particle surface, as expected from the no-slip condition and
the lower particle velocity fluctuations. The damping effect on
the surrounding flow field is the essence of two-way interactions
between liquid flow and aggregating particles. Particles are pushed
together and aggregate, which leads to more significant damping
effect on the turbulent liquid flow. It is observed that large aggre-
gates are typically nearby regions of low shear rate. This can be
explained as large aggregates are sheared into pieces by high liquid
velocity shear and reformulate in the region of low shear rate.

Fig. 13 shows the contours of fluid vorticity magnitude corre-
sponding to the same flows as is shown in Fig. 12. It is clear that
there are patches of high vorticity near the surfaces of solid parti-
cles in the aggregated system due to the viscous boundary layers.
Fig. 13a shows the size of the smaller flow structures is comparable
to the size of the primary particles. Van Vliet et al. (2005) suggest
Fig. 12. Contours of fluid velocity magnitude and particle position in an x-y plane z = 128
inserted and at the end of simulation when t equals 30 times eddy turnover time.
that the smallest scales that show up have a size of the order of
10gK in the flow visualized in a similar way as in Fig. 13. The scale
is comparable to the size of the primary particles. Due to the exis-
tence of large particle aggregates, the turbulent flow is smoothed
out. Vortex shedding is observed in the wake associated with par-
ticle aggregates in the slice shown in Fig. 13b. It could be possible
that the turbulent background field might induce vortex-shedding
at much lower particle Reynolds number and the local particle
Reynolds number could be significantly higher (Derksen, 2012).
Visualization of vorticity magnitude shows that patches of high
vorticity tend to be found near the particle surfaces.
3.3. Discussion

Aggregation of particles is a physic-chemical process where
chemical environment should be tuned for it to occur. The chem-
istry in the suspension composed of colloidal particles determines
the interactions between particles as either repulsive or attractive,
which is vital for aggregation. When particles are repulsive
towards each other, the suspension is stable though turbulence is
applied to induce aggregation. We consider the chemistry has been
well taken care of in our simulation and in this way the interac-
tions between particles can be accounted by simply considering
the van der Walls force and lubrication force accompanied with
soft-sphere collision force. Hydrodynamics in the suspension is
another important parameter in describing particle aggregation.
High-intensity turbulence facilitates the aggregation of particles
by bringing particles together. On the other hand high-intensity
turbulence also causes attached particles to detach from aggrega-
tion. The balance of the two determines the preferred or maximum
aggregate size. Therefore, turbulence is favorable in the first stage
to destabilize colloidal particle suspension system, whilst, turbu-
lence is unfavorable for aggregates to grow. In the water treatment
industry, high turbulence is generally applied to induce aggrega-
tion by giving particles sufficient kinetic energy to overcome barri-
ers (Rubio et al., 2002). This generally occur in rapid mixing
process, after which low turbulence is applied to the suspension
for aggregates to grow and finally settle in the bottom of the tank.
Turbulence in the suspension should be modulated for specific
purposes. Most of CFD studies of aggregation considered the size
of particles smaller than Kolmogorov scale and particles were
therefore considered as point particles. In this way, the effects of
.5 superimposed with velocity vectors, at the start of simulation with particle evenly



Fig. 13. Contours of fluid vorticity magnitude and particle position in an x-y plane z = 128.5 at the start of simulation with particle evenly inserted and at the end of
simulation when t equals 30 times eddy turnover time.
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flow on the aggregation process is considered but not the other
way around. This is appropriate when microscales in the turbulent
suspension is larger than the aggregates and this separation is
wide. However, this assumption does not hold for cases where high
energy input exists and the size of aggregates are comparable to
the size of turbulent microscales. A good example is represented
by the downcomer in Jameson cell which is used for wastewater
treatment (Jameson, 2010). A high-speed jet is used to generate a
turbulent flow of high intensity, where microscale structures are
believed to be in the scale comparable to the size of particles.

We considered the size of particle larger than Kolmogorov
scales and phase interactions between turbulent flow and aggre-
gating particles were fully coupled. Though the system we studied
was relatively simple in a way that single-sized spherical particles
aggregated in a homogeneous isotropic turbulence and the flow
domain was periodic in all directions, the flow around the aggre-
gating particles was resolved. Therefore, we were able to explicitly
simulate the effects of the interacting length scales (particle and
aggregate size), which is key as turbulent structures in the scale
comparable to the sizes of aggregates are considered most influen-
tial to the aggregation process (Derksen, 2012). The interactions
between turbulence and the aggregation process was studied from
two perspectives: the effects of aggregating particles on turbulence
and particles aggregating in forced turbulence. Particles were
observed to aggregate rapidly due to the promoted collisions by
turbulence. Aggregation then entered into a dynamic stationary
stage that particles attached and detached constantly reaching a
dynamic equilibrium state. This is determined by the counterbal-
ance between turbulence shear induced breaking and particle
aggregation. It is clear that turbulence in the suspension cannot
be maintained at high level for further growth of particle aggre-
gates as local shear flow from turbulence can lead to breakage of
aggregates. After the suspension system is destabilized by turbu-
lence of high intensity, low turbulence is preferred for aggregates
to grow further.

4. Conclusion

The LBM computational technique incorporated with the van
der Waals force model was successfully applied to gain a better
insight into the aggregation behaviour of a mono-sized spherical
particle system in a homogeneous and isotropic turbulence. The
aggregation simulations were conducted under the same repro-
ducible hydrodynamic conditions. This approach allows aggrega-
tion to be studied for different particle volume fractions under
the same controlled turbulent flow environment. The modulation
of turbulence by aggregating particles of different volume fractions
and phase interactions between aggregating particles and turbu-
lent flows during aggregation have been studied. The existence of
particles was found to have profound impact on turbulent flows.
Energy and dissipation spectra was attenuated at low wavenum-
bers where the large-scale forcing was applied, and was aug-
mented at large wavenumbers. The effect of solid volume
fraction on the aggregate growth was also studied. It was found
that aggregates size distributions and radial distribution functions
followed similar trends for different particle volume fractions. The
overall influence of the solid volume fractions on aggregate size
distribution was found to be negligible over the examined range
of conditions. However, it was evident that a shift toward larger
aggregate sizes appeared if the particle volume fraction was
increased for the reason that collisions were much more frequent
in dense suspensions. A clear linear relationship was found
between the number of contacts and the particle volume fraction
representing the number of particles. A rapid aggregation was
observed for solid volume fractions in the examined range under
the studied turbulence conditions, after which the aggregating sys-
tem quickly reached a dynamically stationary state with continu-
ous attachment and detachment of particles.
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