A direct numerical investigation of two-way interactions in a particle-laden turbulent channel flow
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Understanding the two-way interactions between finite-size solid particles and a wall-bounded turbulent flow is crucial in a variety of natural and engineering applications. Previous experimental measurements and particle-resolved direct numerical simulations revealed some interesting phenomena related to particle distribution and turbulence modulation, but their in-depth analyses are largely missing. In this study, turbulent channel flows laden with neutrally buoyant finite-size spherical particles are simulated using the lattice Boltzmann method. Two particle sizes are considered, with diameter equal to 14.45 and 28.9 wall units. To understand the roles played by the particle rotation, two additional simulations with the same particle sizes but no particle rotation are also presented for comparison. Particles of both sizes are found to form clusters. Under the Stokes lubrication corrections, small particles are found to have a stronger preference to form clusters, and their clusters orientate more in the streamwise direction. As a result, small particles reduce the mean flow velocity less than large particles. Particles are also found to result in a more homogeneous distribution of turbulent kinetic energy (TKE) in the wall-normal direction, as well as a more isotropic distribution of TKE among different spatial directions. To understand these turbulence modulation phenomena, we analyze in detail the total and component-wise volume-averaged budget equations of TKE with the simulation data. This budget analysis reveals several mechanisms through which the particles modulate local and global TKE in the particle-laden turbulent channel flow.

1. Introduction

Understanding how turbulent flows are modified by particles/droplets is of crucial importance to a variety of natural and engineering applications. Examples include sand/dust storm formation, air-sea interactions, soil and coastal erosion, sediment dynamics, petroleum transport in gas pipelines, coal combustion, chemical processing, and many others. Early investigations of the two-way interactions between solid particles and turbulent flows took place in 1960s when a series of experimental measurements were conducted to discover a particle-size dependence of the modulation of turbulent intensities (see reviews of Gore & Crowe 1989; Tanaka & Eaton 2008). These experimental investigations reached a general conclusion that large particles tend to increase turbulence while small particles attenuate turbulence.

While the particle size has been recognized as one of the key parameters in qualifying
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the turbulence modulation, in the early days, most investigations were focused on particles with sizes smaller than the Kolmogorov length, $\eta$, of the carrier fluid turbulence; these particles are also known as point particles. This is because back then there was no technique, in either experimental measurements or numerical simulations, that could resolve directly the disturbance flow around particles accurately and efficiently. Turbulence attenuation was more often reported in these early investigations with small particles, i.e., $d_p < \eta$, where $d_p$ is the particle diameter (see Elghobashi & Truesdell 1993; Kulick et al. 1994; Paris 2001; Kussin & Sommerfeld 2002; Ferrante & Elghobashi 2003; among many others). This is perhaps because the $d_p < \eta$ condition on particle size leads to the regime where the attenuation mechanisms dominated (Ferrante & Elghobashi 2003). In this regime, the particle effect on the fluid turbulence is described through an additional term $\langle f_i u_i \rangle$ in the turbulent kinetic energy (TKE) budget equation, where $f_i$ is the force exerted by the particles per unit volume, $u_i$ is the undisturbed local fluid velocity and $\langle \cdots \rangle$ represents the ensemble averaging (Squires & Eaton 1990; Kulick et al. 1994; Li et al. 2001). For heavy point particles, the particle force is typically reduced to the Stokes drag (Maxey & Riley 1983). Then $f_i = -\phi_m(u_i - v_i)\delta(x - Y)/\tau_p$, where $v_i$ is the particle velocity, $\tau_p$ is the particle response time, $\phi_m$ is the particle mass fraction, and $\delta(x - Y)$ is a regularized delta function centered on the particle position $Y$. Therefore, neglecting the delta function, the two-way coupling term applied to the fluid kinetic-energy equation is expressed approximately as $\langle f_i u_i \rangle = \langle -\phi_m(u_i - v_i)u_i/\tau_p \rangle$. Assuming $\phi_m$ is known and applying the Reynolds decomposition, the part of the coupling term in the turbulent kinetic energy (TKE) equation reads $\langle -u'_i u'_i + u'_i v'_i \rangle \phi_m/\tau_p$. When the particle and fluid velocity fluctuations are on the same order of magnitude, the ensemble average of particle-to-fluid correlation $\langle u'_i u'_i \rangle$ is usually smaller than the fluid-to-fluid correlation $\langle u'_i v'_i \rangle$, thus $\langle -u'_i u'_i + u'_i v'_i \rangle \phi_m/\tau_p$ is typically negative and acts as an additional dissipation to TKE. Vreman (2015) added constant inhomogeneous force fields, resulting from the particles, to a single-phase turbulent channel flow and found significant turbulence attenuation. This indicates that the mean part of the particle force could also play a role in turbulence modulation under certain flow configurations. The mechanism possibly acts to modify the energy transfer from the mean flow to the turbulent fluctuations.

However, the above identified mechanisms only provide an incomplete picture of the turbulence modulation. When the particles are of finite-size, they also bring in disturbance and discontinuity to the fluid phase, which makes the above analysis no longer applicable (Eaton 2009; Tanaka & Eaton 2010). For example, the particle-induced vortex shedding has been recognized as an important mechanism contributing to the enhancement of the turbulence (Kajishima et al. 2001; Balachandar & Eaton 2010; Botto & Prosperetti 2012). The disturbance flows are associated with the no-slip boundary condition on particle surfaces, which is not fully considered in the above simple analysis.

In the recent years, rapid developments of computers and simulation methods have enabled the fully-resolved simulations (FRSs) of turbulent particle-laden flows, see reviews by Tenneti & Subramaniam (2014) and Maxey (2017). FRSs provide a great opportunity to advance our current understanding of turbulence modulation. Compared to the Lagrangian point-particle simulations, the resolved fluid-particle interfaces provide the correct flow details around the particles (Lucci et al. 2010; Botto & Prosperetti 2012). The direct numerical simulations also allow full access to the flow data at all scales. Turbulence modulation in homogeneous isotropic turbulence (HIT) are extensively studied by FRSs during the past decade (see Burton & Eaton 2005; Lucci et al. 2010; Botto & Prosperetti 2012; Gao et al. 2013; Vreman 2016; Brändle de Motta et al. 2016; among many others). Regions with significantly enhanced dissipation rate around the
particles were directly observed in those FRSs, which were recognized as one of the major mechanisms resulting in the turbulence attenuation. Lucci et al. (2010) investigated the two-way coupling effect in their FRS of a decaying HIT based on an immersed boundary method (IBM). They found that the boundary force $f_i$ obtained from IBM and the fluid velocity near the particle surfaces $u_i$ had the preference to align in the same direction, thus the statistical average of the coupling term $\langle f_i u_i \rangle$ was positive, which may act as a turbulence augmentation mechanism. Vreman (2016) conducted a TKE budget analysis for the flow around static particles in a forced HIT. The net transport of TKE towards the particle surfaces was discovered. A simple TKE-dissipation rate $(k - \varepsilon)$ analysis over the whole flow is not sufficient to reveal a local picture of turbulence modulation introduced by particles. It is worth noting that the above studies all assumed homogeneity and isotropy in the carrier turbulence. In a wall-bounded turbulent flow that is inhomogeneous and anisotropic, the presence of particles are found to result in different levels of modifications on the turbulent kinetic energy of different velocity components, and at different wall-normal locations (Kulick et al. 1994; Kussin & Sommerfeld 2002). This implies that the presence of particles also directly affect the transport and inter-component exchange of TKE. In these cases, turbulence modulation becomes a more complex phenomenon far from being understood, especially when $d_p > \eta$.

The first FRS of particle-laden turbulent channel flow was reported by Pan & Banerjee (1997), where the flow modulation by a few dozens of finite-size particles in a horizontal open channel flow was investigated. Their simulation involved two-different sizes of both fixed and freely-moving particles. The largest enhancement was observed with the large-size fixed particles. This enhancement was found to result from vortex shedding on the particle surfaces. A similar turbulence augmentation in a vertical channel flow due to vortex shedding was reported by Kajishima et al. (2001). The particle Reynolds number in the simulation was approximately $Re_p = U d_p / \nu = 500$, where $U$ is the terminal settling velocity of the particle, $d_p$ is the particle diameter, $\nu$ is the fluid viscosity. Uhlmann (2008) performed a closely related study of heavy particles in a vertical turbulent channel flow, at a particle Reynolds number of about 136 which might not be sufficient to trigger vortex shedding events. However, an enhanced TKE was still observed, but component-wisely only the streamwise TKE was found increased, the wall-normal and spanwise TKE were reduced.

Recently, more FRSs of horizontal channel flows (Shao et al. 2012; Picano et al. 2015; Wang et al. 2016b; Costa et al. 2016; Eshghinejadfard et al. 2017; Yu et al. 2017) and pipe flows (Wu et al. 2011; Gupta et al. 2018; Peng & Wang 2018) were reported, as more efficient no-slip boundary treatments on particle surfaces were developed. These independent investigations applied different numerical methods but some similar observations were reached. For example, with the presence of neutrally-buoyant particles, more homogeneous TKE distribution along the wall-normal direction and a more isotropic distribution of TKE among three velocity components, compared to the single-phase counterpart, were observed. How the flow is modulated by the dispersed phase with different levels of volume fraction, particle size, particle inertia, etc. is another focus of these recent studies. Shao et al. (2012) employed two particle sizes in their simulations and reported that, at a constant particle volume fraction, small particles induced larger modulation to both the mean flow velocity and TKE due to a larger total surface area. A same observation was made by Eshghinejadfard et al. (2017). Picano et al. (2015) studied the flow modulation in a horizontal turbulent channel flow with varying particle volume fractions. An augmented turbulent intensity was reported at small particle volume fractions but when the particles become dense (20% particle volume fraction), the turbulent intensity was actually decreased. Costa et al. (2016) analyzed the profiles
of mean flow velocity in the turbulent channel flow with dense particle suspensions. They argued that there was a unified log-law applied to both the single-phase and particle-laden turbulent channel flows, using a rescaling based on the effective viscosity of homogeneous suspension and the effective distance from a virtual wall formed by dense particle concentration. Yu et al. (2017) investigated the effects of particle/fluid density ratio on flow modulation. They found that the modulation of mean flow velocity did not monotonically change with the particle/fluid density ratio, the maximum reduction of the flow speed occurred at a density ratio of about 10, while both smaller and larger density ratios induced a smaller reduction in the mean flow speed. On the other hand, turbulence intensity was increased with increasing the particle/fluid density ratio. While these FRSs contributed significantly in providing qualitative picture of the turbulent modulation and its parameter dependence, efforts in identifying the flow modulation mechanisms and quantifying their impacts were still largely missing.

In this study, we aim at conducting more quantitative analysis of various specific turbulence modulation processes brought by finite-size particles at the mechanistic level. The main approach is to perform a thorough energy budget analysis based on our FRS data of particle-laden turbulent channel flows, in order to reveal mechanisms responsible for the flow modulations, the levels of modulation, and specific roles of particle rotation. Attention will be given to the distribution of particles in the turbulent channel flow and its impact on the modulations of the mean flow and turbulence. In particular, detailed budget analyses of the stress balance and the TKE balance will be conducted to provide insights on how particles modulate the turbulent flows through multiple mechanisms.

The paper is structured as follows. In Sec. 2, we will briefly introduce the numerical method, which is the lattice Boltzmann method, and detailed simulation setups. In Sec. 3, two simple cases, a spherical particle settling in a quiescent flow and the bouncing of a single particle from a flat wall, will be examined first to validate the simulation method. The simulation results will be discussed and analyzed in Sec. 4. Finally, major conclusions from the present study will be recapitulated in Sec. 5.

2. Problem description and numerical method

Fig. 1 shows a snapshot of a turbulent channel flow laden with a number of neutrally buoyant, monodisperse, finite-size particles, at its statistical stationary state. The size of the channel is $L_x \times L_y \times L_z = 12H \times 2H \times 6H$, where $H$ is the half channel width. The background flow is driven by a constant pressure gradient $-dp/dx = pg$ along the streamwise direction to maintain a friction Reynolds number $Re_\tau = u_\tau H/\nu = 180$, where $u_\tau$ is the friction velocity, $\nu$ is the fluid kinematic viscosity. Mono-dispersed,
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Neutrally buoyant particles of two different sizes are released into the background flow to establish two particle-laden channel flow simulations. In order to avoid strong and sudden perturbations to the flow that may cause numerical instability, particles are inserted into the background flow as small seeds, growing up gradually to their final sizes over a period of roughly one eddy turnover time ($T_e = H/u_r$). Five different simulations were performed in the present study. The first one is the single-phase (SP) turbulent channel flow which serves as a reference case. For the particle-laden simulations (PL), two particle sizes are studied: the small size case (PLS) and the large size case (PLL). For comparison purposes, two additional runs are conducted, without particle rotation (NR), i.e., particles are only allowed to have translational motion, but not allowed to rotate.

The total particle volume fraction $\Phi_p = (N_p \pi d_p^3/6)/(L_xL_yL_z)$ in each particle-laden case is set to 5%, where $N_p$ is the number of particles, $d_p$ is the particle diameter. For all cases simulated, the local volumetric driving force $pgL_xL_yL_z$ is fixed, namely, the same body force is applied in the fluid phase and inside solid particles. We have summarized the key parameters used in the five simulations in Table 1.

Different from most of the previous LBM studies of particle-laden turbulent flows using the D3Q19 lattice grid (e.g. Ten Cate et al. 2004; Gao et al. 2013; Eshghinejadfard et al. 2017), the present fluid flow simulations are carried out by the multiple-relaxation time (MRT) lattice Boltzmann (LB) model based on a D3Q27 (three-dimensional twenty-seven discrete velocities) lattice grid. This is in light of our recent finding that D3Q27 lattice yields a better numerical stability than the D3Q19 lattice when the other conditions are the same. More details of the MRT-LB model used in the present study can be found in our recent publications (Peng et al. 2018; Peng & Wang 2018). A uniform cubic mesh is used in all cases, where the spatial grid resolution is chosen as $H = 149.5\delta x$, which transfers to $\delta x/y_r = 1.204$, $\delta x = \delta y = \delta z$. Here $y_r = \nu/u_r$ is the wall unit, which is the characteristic length in the viscous sublayer. From the established DNS database, with a friction Reynolds number $Re_r = 180$, the size of the smallest eddies, which is the Kolmogorov length, is $\eta \approx 1.5y_r$ (Lammers et al. 2006). It should be noted that this Kolmogorov length is calculated with the averaged dissipation rate at the wall. Due to the intermittent nature of a turbulent flow, the instantaneous and local dissipation rate could be larger, which could result in a smaller Kolmogorov length that requires a finer grid resolution. In the present LB simulations, the first layer of grid points in the wall-normal direction is located half of a grid spacing from the channel wall. Another criterion for selecting the grid resolution is the need to resolve the flow in the boundary layer on the particle surface. The boundary layer thickness around a particle can be roughly estimated as $\delta \approx d_p/\sqrt{Re_p}$ (Xu & Subramaniam 2010). In the present simulations, since the particles move with the flow, the relative velocity between a particle and the flow phase around should be relatively small.

As we will observe later in Sec. 4.1 in most of the region the particle Reynolds number $Re_p = |U_f^+ - U_p^+| d_p^+ / \nu$ is no larger than 30. This leads to boundary layer thicknesses $\delta \approx 5.28y_r$ and $\delta \approx 2.64y_r$ for large and small-size particles, respectively, which is larger than the grid resolution ($\delta x = 1.204y_r$) in the simulations. We have also performed some investigations of the necessary grid resolution in laminar flows. For particle Reynolds numbers $Re_p = 20, 50$ and 150, the grid resolutions to achieve a less-than-1% relative error in drag coefficient are $d_p = 14.3\delta x$, $16.7\delta x$ and $15.9\delta x$, respectively. In this study, the large and small particle cases are simulated with $d_p = 24\delta x$ and $d_p = 12\delta x$, respectively. Based on these arguments, the grid resolution adopted in the present study should be viewed as reasonably adequate for most of the flow and particle statistics to be discussed later in this paper, except a small region very close to channel walls.

The treatment of the no-slip boundary condition on the moving particle surfaces is
Table 1: Key physical parameters used in the simulations.

<table>
<thead>
<tr>
<th>Case #</th>
<th>( L_x \times L_y \times L_z )</th>
<th>( Re )</th>
<th>( \frac{\delta x}{y} )</th>
<th>( \frac{d_p}{H} )</th>
<th>( d_p/y )</th>
<th>( N_p )</th>
<th>( \Phi_p )</th>
<th>( \rho_p / \rho_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>( 12H \times 2H \times 6H )</td>
<td>180</td>
<td>1.204</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PLL(PLL-NR)</td>
<td>( 12H \times 2H \times 6H )</td>
<td>180</td>
<td>1.204</td>
<td>0.161</td>
<td>28.90</td>
<td>2231</td>
<td>5%</td>
<td>1.0</td>
</tr>
<tr>
<td>PLSP(PLS-NR)</td>
<td>( 12H \times 2H \times 6H )</td>
<td>180</td>
<td>1.204</td>
<td>0.080</td>
<td>14.45</td>
<td>17845</td>
<td>5%</td>
<td>1.0</td>
</tr>
</tbody>
</table>

based on the interpolated bounce-back schemes (see Bouzidi et al. 2001; Zhao & Yong 2017). The unknown distribution functions at a boundary node are directly constructed from the known ones, such that the no-slip velocity constraints are satisfied with a second-order accuracy. With the interpolated bounce-back schemes, the interfaces between the fluid and particle phases remain sharp, so the numerical dissipation associated with the boundary treatment is very small. In particular, the quadratic interpolated bounce-back scheme proposed by Bouzidi et al. (2001) is adopted as the default scheme for treating the no-slip boundary condition on moving particle surfaces. To implement this scheme, it requires up to two other node points besides the boundary node itself on the fluid side (Bouzidi et al. 2001). When two particles are very close, this condition may not be met. In this situation, the linear interpolated bounce-back scheme by Bouzidi et al. (2001) that requires only one extra node point on the fluid side and the single-node second-order bounce-back scheme by Zhao & Yong (2017) that requires no extra node point are employed successively. These schemes all possess a second-order accuracy by design, so the overall second-order accuracy of the velocity field can be maintained. The schemes involve more node points are found to be more accurate (in terms of absolute values of the error) and robust (Peng et al. 2016). Thus they are applied first when the condition allows. A Galilean invariant momentum exchange method is applied to calculate the hydrodynamic force and torque acting on each particle (Wen et al. 2014; Peng et al. 2016). In the present simulations, the volumes occupied by the particles contain no fluid information. When a node point that was previously covered by a solid particle becomes a fluid node point, the distribution functions at this fresh node needs to be initialized. Here the “equilibrium + non-equilibrium” refilling scheme by Caiazzo (2008) is chosen. The performances of the aforementioned schemes are extensively validated in a series of laminar flow problems (Peng et al. 2016; Tao et al. 2016) and several turbulent flow simulations (Wang et al. 2016c; Peng & Wang 2018). In Sec. 3, we will provide another two validation tests to confirm their capability.

The average particle volume fraction in the present particle-laden cases is fixed at \( \Phi_p = 5\% \). It is above the dilute limit (\( \Phi_p \leq 0.1\% \)). In this circumstance, the particle-particle and particle-wall interactions must be considered. There are two categories of the lubrication model to handle the unresolved short-range hydrodynamic interactions that have been constantly used in FRSs. The first category is the repulsive barriers (in e.g. Uhlmann 2008; Lucci et al. 2010; Shao et al. 2012; Wang et al. 2016a; Eshghinejadfard et al. 2017; Uhlmann & Chouippe 2017), which assume the short-range hydrodynamic interactions are always repulsive forces depending only on the gap distance between two approaching solid surfaces. The other category is the Stokes lubrication forces (in e.g. Ten Cate et al. 2004; Picano et al. 2015; Brändle de Motta et al. 2016), which are based on the theoretical lubrication forces in the Stokes flow limit. In this study we choose the Stokes lubrication force model by Breugem (2010) to model the short-range hydrodynamic interactions. The lubrication force is applied piecewisely as suggested by Brändle de Motta et al. (2013), with the coefficients \( \epsilon_0 = 0.125, \epsilon_1 = 0.001 \) and \( \epsilon_2 = -0.005 \) for inter-particle interactions and \( \epsilon_0 = 0.15, \epsilon_1 = 0.001 \) and \( \epsilon_2 = -0.005 \) for particle-wall interactions.
Here $\epsilon_0$ is the threshold distance below which the hydrodynamic interaction is no longer resolved and the lubrication force model must be activated. $\epsilon_1$ is the threshold below which the lubrication force is maintained constant rather than changing with the actual gap distance between the two solid surfaces. It is introduced to avoid the divergence of the lubrication forces when the gap distances are small. $\epsilon_2$ is the distance below which the lubrication force is turned off. The values of $\epsilon_2$ are negative, which means the two solid surfaces are in physical contact. In this situation, the hydrodynamic interaction becomes insignificant and the contact force takes over. $\epsilon_2$ is not set precisely zero because even when the physical contact starts there are still fluids around the contact point that contribute partially the hydrodynamic interaction.

A soft-sphere collision model proposed by Breugem (2010) is employed when two solid objects are in physical contact to prevent them from generating nonphysical overlapping. While a realistic contact collision happens extremely fast, in a simulation, we have to allow the collision to happen during multiple time steps so the collision process can be adequately resolved. In this adopted model, we set the collision period $N_c = 8\delta t$, i.e., each collision covers 8 fluid time steps. In addition, a smaller particle time step $dt = 0.2\delta t$, is used to update the particle motion. The dry collision restitution coefficient is set to 0.97 following Brändle de Motta et al. (2013). More information about the models on the boundary treatments and the particle-particle, particle-wall interactions can be found in the references given above.

3. Numerical validation of the code

To demonstrate the performance of the numerical method used in the current study, two validation cases are considered in this section. The first case is a spherical particle settling in a quiescent fluid under gravity. The same problem had been experimentally studied by Ten Cate et al. (2002), using particle imaging velocimetry (PIV) measurements. The experimental setup is summarized as follows. The tank has a size of $100 \text{ mm} \times 160 \text{ mm} \times 100 \text{ mm}$ and its top is a free surface. The particle is made of Nylon, which has a density of $\rho_p = 1120 \text{ kg} \cdot \text{m}^{-3}$, and a diameter of $d_p = 15 \text{ mm}$. Initially the particle is located at the center in the $x$ and $z$ directions, and $120 \text{ mm}$ from the bottom wall. Four types of silicon oil are used as the working fluid, whose properties are summarized in Table 2. The Reynolds numbers listed in Table 2 are based on the estimated terminal velocity in each case. The last column of Table 2 is the relaxation time used in the LBM simulation, which determines the magnitude of the physical viscosity. The LBM simulations are conducted with a grid resolution of $nx \times ny \times nz = 100 \times 160 \times 100$. This grid resolution is chosen to match the LBM simulations reported in Feng & Michaelides (2005) who used an immersed boundary method (IBM) to treat the no-slip boundary on the particle surface. The relaxation times $\tau$ in the last columns of Table 2 are also identical to those used by Feng & Michaelides (2005). The velocity in each case is compared with the experimental data from Ten Cate et al. (2002) and the updated results from an improved LBM-IBM simulation by Feng & Michaelides (2009) in Fig. 2. It can be seen that under the same grid resolution, the results of the present simulations based on the interpolated bounce-back schemes are in good agreement with the experimental measurements and the LBM-IBM results.

The second validation case concerns a settling particle bouncing from a flat wall in a viscous fluid. The wet restitution coefficient $e_w$ defined as $|u_2/u_1|$ is investigated, where $u_1$ and $u_2$ are magnitudes of the incident and bouncing-back particle velocity, respectively. It is well known from experimental measurements that the wet restitution coefficient $e_w$ can be fitted empirically as a function of the collision Stokes number $St_c$ (Joseph 2003).
Table 2: Parameters used in the validation simulations of a spherical particle settling in a quiescent fluid.

<table>
<thead>
<tr>
<th></th>
<th>$\rho_f , (kg \cdot m^{-3})$</th>
<th>$\mu_f , (10^{-3} , Nm \cdot s^{-1})$</th>
<th>$Re$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>970</td>
<td>373</td>
<td>1.5</td>
<td>0.9</td>
</tr>
<tr>
<td>Case 2</td>
<td>965</td>
<td>212</td>
<td>4.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Case 3</td>
<td>962</td>
<td>113</td>
<td>11.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Case 4</td>
<td>960</td>
<td>58</td>
<td>32.2</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Figure 2: Time-dependent particle velocities of a spherical particle settling in a quiescent fluid. The results are compared with the results of LBM-IBM presented later by Feng & Michaelides (2009) instead because the quality of the results was improved from their earlier simulations.

$e_w/e_d = \exp \left(-\frac{35}{St_c}\right)$.

where $e_d$ is the dry restitution coefficient when the fluid not presents, $St_c = \frac{\rho_p u_1 d_p}{9 \rho_f \mu_f}$, $\mu_f$ is the dynamic fluid viscosity. Following Breugem (2010), $u_1$ and $u_2$ are chosen as the maximum values of the incident and bounce-back velocities, respectively. The simulations are conducted in an unconstrained domain with four sides being stress free. The particle to fluid density ratio is fixed to $\rho_p/\rho_f = 8$ and the simulation is conducted with a spatial resolution of $d_p = 16\delta x$. The fluid viscosity is varied to adjust the particle Stokes number when the particle arrives at the wall. The domain length along the direction of gravity is made long enough so the particle can reach its terminal settling velocity before interacting with the wall. The values of $\epsilon_0$, $\epsilon_1$ and $\epsilon_2$ in the lubrication force model.
Figure 3: The wet restitution coefficients during a particle-wall contact collision as a function of collision Stokes number $St_c$. The results are compared to the numerical studies of Breugem (2010) and Brändle de Motta et al. (2013), and the empirical relation of Legendre et al. (2006).

of Brändle de Motta et al. (2013) are chosen as 0.15, 0.001 and −0.01, respectively, and the dry restitution coefficient $e_d$ is 0.97. To allow a larger particle-fluid density ratio and the presence of gravity here, a different value of $\epsilon_2$ is used in this validation case, compared to the particle-laden turbulent flow simulations. In order to better resolve the collision process, the collision period $N_c$ is chosen to be 12, where $dt = 0.1\delta_t$ is used to update the particle motion. These two parameters are also different from the particle-laden turbulent channel flow simulations since the validation simulation is much more computationally affordable, which allows us to use a finer time step size to better resolve the collision process. The wet restitution coefficients at different $St_c$ are shown in Fig. 3. The lubrication force model and the soft-sphere contact collision model together yield a good prediction of the effects of the unresolved particle-wall interactions on the particle dynamics, and the wet restitution coefficient is accurately simulated. Besides the above two validation cases, the numerical method used in the current study was also compared with the finite-volume based IBM and Lagrangian Volume of Fluid (Lag-VOF) method in a decaying homogeneous isotropic particle-laden turbulent flow, as reported recently in Brändle de Motta et al. (2019).

4. Results and discussions

The results of turbulent statistics to be shown in this section are both spatially and temporally averaged. By default, the spatial average is conducted over the volume occupied a specific phase, i.e., phase averaged. For example, each data point in the profiles of fluid TKE shown in Fig. 6 is averaged over a $(x, z)$ (streamwise-spanwise) plane at a given $y$ (wall-normal) location over the grid cells occupied by the fluid phase. The same
Figure 4: Snapshots of streamwise velocity contours and particle surface locations on a cross section of $z = L_z/2$ at a random time: (a) Case PLL, (b) Case PLL-NR, (c) Case PLS, (d) Case PLS-NR.

applies to the profiles of particle TKE shown in the same figure, but the spatial average is conducted over the grid cells occupied by the particles. The spatially averaged results are then averaged over roughly 1500 time frames at the statistical stationary state, which covers about 30 eddy turnover times. We use the angle brackets $\langle \cdots \rangle$ to denote a quantity that has been phase averaged, and an overbar $\bar{\cdots}$ to denote a quantity that has been time averaged.

4.1. Particle distribution in a turbulent channel flow

Before moving to the discussion of the turbulent flow statistics, the distribution of solid particles in the turbulent channel flow is investigated first. In the past, the drag and lift force acting on a fixed finite-size spherical particle in a turbulent channel flow was studied carefully by Zeng et al. (2008), but the study on the statistical behaviors of a group of finite-size particles under physical particle-particle lubrication and contact interactions is still largely missing. Clearly, the statistical behaviors of particles should have a significant impact on the flow modulation. First, snapshots of streamwise velocity
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Figure 5: The particle radial distribution functions in the present particle-laden turbulent channel flow simulations.

To quantify the clustering, the particle radial distribution function (RDF) $g(r_i)$, which is defined as $g(r_i) = (N_i/V_i)/(N/V)$, is calculated and presented in Fig. 5, where $N_i$ is the number of particle pairs separated with a distance in the range of $(r_i - \Delta r, r_i + \Delta r)$, $V_i$ is the shell volume equal to $4\pi [(r_i + \Delta r)^3 - (r_i - \Delta r)^3]/3$, $N$ is the total number of particle pairs $N = N_p(N_p - 1)/2$ and $V$ is the total volume $L_x L_y L_z$. The time-averaged RDFs for all four particle-laden cases peak at the center-to-center separation distance of $r_i = d_p$. The two small particle cases show a higher level of particle clustering than the large particle cases. When the particle rotation is restricted, the two corresponding cases also exhibit slightly higher peaks of RDFs compared to their respective free-rotation counterpart. A second peak of RDF is also present in each case at $r_i = 2d$, which implies the particle can form chain-shaped clusters having more than two particles. When $r_i > 2d$, the RDF in each case stays around unity. The preferential concentration of particles, i.e., small particles tend to gather in the region with high strain rate and low vorticity, is not obvious for the finite-size particles in the present simulations. This is because the particle sizes in the present simulations are too large to be affected by the small vortices responsible for the preferential concentration. The unit particle-to-fluid density ratio also largely eliminates this inertia bias.

The observation of particle clusters in the present simulations contradicts with that reported in the earlier investigation of Uhlmann (2008), where no particle cluster was reported in a particle-laden turbulent flow in a vertical channel. Uhlmann (2008) concluded that the particle Reynolds number ($Re \approx 140$) in his simulation was not
Figure 6: The turbulent kinetic energy of the particle and fluid phases in single-phase and particle-laden turbulent channel flows: (a) TKE, (b) relative change from Case SP, i.e., \[ \Delta \langle k^+ \rangle = \langle k^+_p \rangle - \langle k^+_f \rangle \]. All results are normalized by the inner scale of the corresponding single-phase simulations.

large enough to trigger strong wake effects to bring particles together, so particle clusters did not form. In the present simulations, the particle Reynolds number calculated based on the difference between the fluid and particle mean velocities \[ Re_p = \| U_f^+ - U_p^+ \| d_p^+ \] (the superscript + means that a quantity has been normalized by the friction velocity \( u_\tau \) and the wall unit \( y_\tau \)) is no larger than 30 in most regions of the channel except near the channel wall, but the particle clusters are observed at every wall-normal locations, as shown in Fig. 4. It is therefore concluded that particle clustering is not directly caused by the wake effect.

To understand the true reason for particle clustering, we calculate the collision Stokes number \[ St_c = \rho_p / \rho_f \cdot \Delta U^+ / 9 \] with the relative velocity \( \Delta U \) being estimated as twice the maximum of the particle root-mean-square (r.m.s.) velocity in the channel. The profiles of turbulent kinetic energy of the fluid and particle phases are given in Fig. 6.

The collision Stokes numbers for a typical inter-particle collision in the Case PLL, Case PLL-NR, Case PLS, and Case PLS-NR are about 14, 12, 8, and 7, respectively. Using the empirical relation between the hydrodynamic-interaction Stokes number and the wet restitution coefficient in Eq. (3.1) (note that this correlation is for particle-wall collision but the particle-particle collision should have a similar magnitude (Yang & Hunt 2006)), the wet restitution coefficients of inter-particle collisions in Case PLL, Case PLL-NR, Case PLS, and Case PLS-NR are estimated to be 0.08, 0.05, 0.01, and 0.007, respectively. These low wet restitution coefficients lead to high probabilities for two colliding particles to form a particle cluster. The above argument is very similar to the one made by Brändle de Motta et al. (2016) to justify the existence of particle-particle secondary collisions in their particle-laden forced HIT, except that they define the relative velocity \( \Delta U \) as \( \sqrt{32 \langle k \rangle / 3\pi} \) in HIT. This reasoning is also well supported by the results in Fig. 5. Small particles form higher level of particle clusters than large particles due to a smaller \( St_c \) value. From both Figs. 5 and 6, particles without rotation are observed to form a higher level of particle clusters than particles which can rotate freely, probably because particle rotation increases relative motion locally at the contact
point, which may reduce the hydrodynamic interaction time and as such the rotating particles after a contact collision could separate more easily. This is supported by a large $St_c$ for rotating particles relative to their respective non-rotating case.

There are a few possible explanations for the absence of particle clusters in Uhlmann (2008). One explanation could be that the particles in Uhlmann (2008) were heavy particles, i.e., $\rho_p/\rho_f = 10$ and 2.21, while the particles in the present simulations are neutrally buoyant, $\rho_p/\rho_f = 1$. Heavy particles tend to result in larger collision Stokes numbers and lead to larger wet coefficients of restitution that prevent cluster formation after collisions. Another possible explanation for the different observations on particle clusters could be due to the different lubrication models used to treat the particle-particle interactions. In Uhlmann (2008), the repulsive barrier proposed by Glowinski et al. (1999) was used while in the present simulations the Stokes lubrication forces by Brändle de Motta et al. (2013) are used. The repulsive barrier always adds a repulsive force between two nearby particles regardless of whether they are approaching or moving apart. This repulsive force prevents particles from forming stable clusters when they approach each other. On the contrary, the Stokes lubrication forces always act to reduce the relative motion and as such favor cluster formation. Similar observations were made in the studies of colloidal suspensions with the inclusion of Stokes lubrication forces (see e.g. Brady & Bossis 1988). The Stokes lubrication forces make two interacting particles more difficult to separate and could even lead to multiple secondary collisions. In earlier studies, secondary collisions between particles were reported by Ten Cate et al. (2004) and Brändle de Motta et al. (2016) when similar lubrication barriers were used.

To further clarify the above point, two comparative simulations, which use identical simulation setups of Case PLL and Case PLS but with a repulsive barrier were conducted. These two comparative simulations are labeled as “Case PLL-RB” and “Case PLS-RB”, “RB” stands for “repulsive barrier”, and the repulsive barrier examined here is the one proposed by Feng & Michaelides (2005), which is similar to the one used by Uhlmann (2008) but with a better design to handle the repulsive forces due to short-range hydrodynamic interaction and particle physical contact. The short-range hydrodynamic interaction in this repulsive model is modeled as a quadratic function of the gap distance, while the contact force is modeled as a spring force based on the overlapping distance. Since this model handles both the short-range hydrodynamic interaction and the contact force, the soft-sphere collision model is no longer necessary.

When Case PLL-RB and Case PLS-RB reach their statistical stationary states, snapshots of the particle locations on a cross section at $z = L_z/2$ are taken and shown in Fig. 7. Compared to their counterparts in Fig. 4(a) and 4(c), particle clusters are no longer observed under the repulsive model. RDFs of the particle distribution in the two additional cases shown in Fig. 8 further confirm this contrast. Instead of forming clusters, slight higher particle concentrations are identified at $r_i/d_p = 1.2$ to 1.3. Since the carrier turbulent flow is inhomogeneous, such slight higher concentrations may just be a result of higher particle concentrations in a certain wall-normal location (Costa et al. 2016) or in low speed streaks near the channel wall (Shao et al. 2012), which does not indicate preferential concentration. In a recent study, Uhlmann & Chouippe (2017) reported the observation of particle clusters in a stationary homogeneous isotropic turbulence with particle Reynolds numbers less than 10 and a particle-to-fluid density ratio 1.5. In their study, the repulsive barrier was still used. This could indicate that the different observations of particle clusters between the present simulations and Uhlmann (2008)’s study are due to both the different particle Reynolds numbers and the use of different lubrication models. Unfortunately, given the lack of reliable experimental benchmark results, the lubrication correction model and its effects require further research. In the
Figure 7: Snapshots of streamwise velocity contours and particle surface locations on a cross section of $z = L_z/2$ at a given time: (a), Case PLL-RB, (b) Case PLS-RB.

Figure 8: Comparison of particle radial distribution functions with different lubrication correction models.

remaining part of this paper, all the presented results, i.e., the five cases listed in Table II, are from the simulations with the Stokes lubrication forces. The PLL-RB and PLS-RB cases will not be discussed further.

The shape and the orientation of the particle clusters may also significantly impact the flow modulation. To investigate such aspects, the probability distribution function (PDF) of the cluster orientation angle $\theta$ is calculated for each case. The orientation angle
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Figure 9: The probability distributions of the particle cluster orientation angle $\theta$. Here the bin size is $d\theta = 3^\circ$.

is defined as $\theta = \tan^{-1}\left(\sqrt{(y_A - y_B)^2 - (z_A - z_B)^2}/\|x_A - x_B\|\right)$, where $(x_A, y_A, z_A)$ and $(x_B, y_B, z_B)$ are the center locations of two contacting particles $A$ and $B$, respectively. When $\theta < 45^\circ$, a particle cluster aligns towards the streamwise direction; when $\theta > 45^\circ$, it aligns towards the cross-streamwise directions. As shown in Fig. 9 all four cases show above-average probabilities (the average probability is shown by the horizontal dash-dot line) for $\theta < 20^\circ$. Particle clusters have the strongest preference to orientate in the streamwise direction in Case PLS-NR, followed by Case PLS and then Case PLL-NR, to the weakest preference in Case PLL. An opposite trend is found at large orientation angles. This means clusters of small particles or non-rotating particles have a greater trend to align with the streamwise direction, which agrees well with the visualizations shown in Fig. 4 and the level of RDF shown in Fig. 6. There could be multiple explanations why particle clusters preferentially align with the streamwise direction. First, the particle clusters align with the streamwise direction bear less shear than those align with the cross-streamwise directions. Once a streamwise particle cluster is formed, it has a low probability to be separated. The slip velocity at the contact point of two particles due to the particle rotation also tends to break up a cluster. Compared to the two cases with particle rotation, the two cases where particle rotation is restricted clearly exhibit higher levels of cluster preferential orientation. Second, particle wakes are more likely to stretch in the streamwise direction since the averaged velocities of both the fluid and particle phases are in the same direction. At last, two particles need to have a relative motion to interact with each other, the r.m.s. velocity of the particle phase has the maximum value in streamwise direction.

The particle distribution in the wall-normal direction is also investigated. This distribution is important to understand the local flow modulation at a specific distance from the channel wall. In Fig. 10 the averaged particle volume fraction profiles are compared with results reported from other studies. When particle rotation is not restricted, the
Table 3: Wall-normal locations of local maximum and local minimum points of particle volume fraction distribution in particle-laden turbulent channel flow simulations.

<table>
<thead>
<tr>
<th>Location</th>
<th>(\Phi_p)</th>
<th>(d_p/H)</th>
<th>(y_{\text{max}}/H)</th>
<th>(y_{\text{max}}/d_p)</th>
<th>(y_{\text{min}}/H)</th>
<th>(y_{\text{min}}/d_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uhlmann (2008)</td>
<td>0.42%</td>
<td>1/20</td>
<td>(\sim 0.086)</td>
<td>(\sim 1.719)</td>
<td>(\sim 0.184)</td>
<td>(\sim 3.674)</td>
</tr>
<tr>
<td>Picano et al. (2015)</td>
<td>5%</td>
<td>1/9</td>
<td>(\sim 0.098)</td>
<td>(\sim 0.887)</td>
<td>(\sim 0.118)</td>
<td>(\sim 1.062)</td>
</tr>
<tr>
<td>Eshghinejadfard et al. (2017)</td>
<td>6%</td>
<td>1/5</td>
<td>(\sim 0.173)</td>
<td>(\sim 0.864)</td>
<td>(\sim 0.239)</td>
<td>(\sim 1.197)</td>
</tr>
<tr>
<td>Case PLL</td>
<td>5%</td>
<td>0.161</td>
<td>0.137</td>
<td>0.854</td>
<td>0.184</td>
<td>1.146</td>
</tr>
<tr>
<td>Case PLS</td>
<td>5%</td>
<td>0.08</td>
<td>0.077</td>
<td>0.958</td>
<td>0.104</td>
<td>1.292</td>
</tr>
</tbody>
</table>

volume fraction profiles in Case PLL and Case PLS both show a local maximum near the channel wall, followed by a local minimum further away from the wall. The same particle distribution was also reported by other particle-laden channel flow simulations [Uhlmann 2008, Picano et al. 2015, Eshghinejadfard et al. 2017]. As shown in Fig. 10b, when normalized by the particle diameter, the local maxima of particle distribution for different sizes of particles occur at similar locations, so do the local minimum points. The same observation was also made by Costa et al. (2016). The wall-normal positions of the local maximum and local minimum points in Case PLL and Case PLS are listed in Table 3, together with those reported in other relevant studies.

On the other hand, when the particle rotation is restricted, the particle volume fraction distributions have no such local minimum. The local maximum of the particle volume fraction corresponds to a location where the lubrication force pushing the particles away from the channel wall (see Hall 1988, Mollinger & Nieuwstadt 1996) is balanced with the lift forces driving the particles towards the channel wall. The lift forces consist of a shear-induced part and a rotation-induced part. Although it is not possible to obtain the analytic expression of those lift forces when the particle Reynolds number is finite, it should be reasonable to argue that the direction of these two lift forces follows

\[ \text{sign}(F_{L1}) = \text{sign}\left(\langle u \rangle - \langle v \rangle\right) \text{sign}\left(\frac{d\langle u \rangle}{dy}\right), \]  

and

\[ \text{sign}(F_{L2}) = \text{sign}\left(\left(\langle u \rangle - \langle v \rangle\right) \times \langle \Omega \rangle\right), \]

respectively, where \(\langle u \rangle\) and \(\langle v \rangle\) are the phase and temporally-averaged velocity of the fluid and particle phase, respectively, \(\langle \Omega \rangle\) is the phase and temporally-averaged angular velocity of particles. The two expressions in Eq. 4.1 and Eq. 4.2 are adopted from the analytic expressions based on Stokes disturbance flow (Saffman 1965). The same argument was made in some earlier studies of lift forces at finite particle Reynolds numbers in terms of the Saffman lift multiplied by empirical functions of particle Reynolds number and shear rate (Mei 1992, Kurose & Komori 1999). When considering the lower half of the channel, the mean shear rate \(d\langle u_x \rangle/dy\) of the flow is always positive, and the only statistically non-zero particle angular velocity component, \(\Omega_z = -0.5d\langle u_x \rangle/dy\), is negative, as shown in Fig. 11. Therefore, the directions of the shear-induced lift force and the rotation-induced lift depend on the sign of \(\langle u \rangle - \langle v \rangle\). Since the particles in the present simulations have finite sizes and cover a finite flow region, it is difficult to define a “particle velocity” at a particular local wall-normal location. Instead, the difference between the phase-averaged fluid and particle velocity in each case is provided in Fig. 12. We emphasize that these results should not be interpreted as zero size particles moving faster or slower than the fluid locally. Near the channel wall, since particles can slip...
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near the channel wall while the velocity of the fluid phase is constrained by the no-slip condition, particles generally move faster than fluid. Both the average shear-induced lift force and the rotation-induced lift force in this region take a negative value and point to the channel wall. A local maximum point of particle volume fraction therefore is formed when these two lift forces are balanced by the lubrication force. When the particle rotation is restricted, the particle rotation induced lift force becomes zero. Thus it is more difficult for particles in Case PLL-NR and Case PLS-NR to overcome the lubrication force and move close to the channel wall, which explains their smaller particle volume fractions in the near-wall region, and the larger distance of the local maximum point of the particle volume fraction from the wall.

Fig. 12 shows in Case PLL and Case PLS, there are small regions where fluid phase moves faster than the particle phase. This may explain the appearance of local minimum points of particle volume fraction in the two cases. Below the wall-normal location of the local minimum, the two lift forces point towards the wall; while above this location, the two lift forces reverse their direction. So the local minimum corresponds to a wall-normal location that particles are always being pushed away. In Case PLL-NR and Case PLS-NR, the regions where \( \langle u \rangle > \langle v \rangle \) disappear, so do the local minimum points in the particle volume fraction profiles. It is worth mentioning that [Uhlmann 2008] attributed the appearance of the local minimum points to turbophoresis that particles tend to migrate from the region with higher turbulence intensity to that with lower turbulence intensity [Reeks 1983]. While it is hard to exclude the contribution of turbophoresis, the results obtained from the present simulations cast some doubts on this deduction, since in Case PLL-NR and Case PLS-NR the condition for turbophoresis would still exist but no local minimum point in the particle volume fraction is observed. It is also difficult to explain that the local minimum points of different sizes of particles happen at different wall-normal locations, while the maximum point of TKE occurs roughly at the same wall-normal location. Another piece of evidence was also reported by [Kajishima et al. 2001]. Their simulations of particle-laden turbulent flow in a vertical channel without particle rotation show that no local minimum point was found in their particle volume fraction profile. Outside the buffer region, the velocity difference between the particle and fluid phases is very small. The lift force is weak accordingly. The profiles of particle volume fraction are rather uniform with a slight downward slope. The same trend was reported by [Picano et al. 2015], which differs from those observed by [Uhlmann 2008; Wang et al. 2016b; Eshghinejadfard et al. 2017]. Interestingly, both the present study and the work of [Picano et al. 2015] use a physical lubrication force combined with a soft-sphere collision to treat the particle-wall and particle-particle interactions, while the other three investigations adopted the unphysical repulsive barrier to handle particle-wall / particle-particle interactions. The average particle volume fractions range from 0.42% to 20% in these studies. This implies the methods of treating the unresolved hydrodynamic interactions between solid objects could have already played an important role in the dynamics of the particle motion. A careful investigation on this topic is needed, but it is beyond the scope of the current study. In the present simulations, we did not include the lubrication force due to particle rotation. The effect of this additional lubrication force requires a careful investigation in the future.

4.2. Flow modulation by particles

4.2.1. The mean flow and Reynolds stress

The discussion now moves to the flow modulations caused by the presence of solid particles in each case. First, the bulk flow speed, in Case SP, Case PLL, Case PLL-NR,
Figure 10: The profiles of particle volume fraction as functions of wall-normal locations: (a) wall-normal locations are normalized by the wall unit, (b) wall-normal locations are normalized by the particle diameter. The result of Uhlmann is taken from Case B in Fig. 7 of Uhlmann (2008) with a particle size $d_p/H = 1/20$ and a particle volume fraction $\Phi_p = 0.42\%$. The result of Picano is taken from $\Phi_p = 5\%$ in Fig. 6a of Picano et al. (2015) with $d_p/H = 1/9$ and $\Phi_p = 5\%$. The result of Eshghinejadfard is taken from $\Phi_p = 6\%$ in Fig. 10 of Eshghinejadfard et al. (2017) with $d_p/H = 1/5$ and $\Phi_p = 6\%$.

Figure 11: Mean velocity gradient in the particle-laden and single-phase turbulent channel flow simulations.
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Figure 12: The difference between the mean velocity of the fluid and particle phases.

Figure 13: The mean flow velocity profiles in the particle-laden channel flow simulations. (a) the mean flow profiles, the result of Eshghinejadfard is taken from Fig. 5 of Eshghinejadfard et al. (2017) for the case with \( d_p/H = 0.2, \Phi_p = 6\% \), the result of Picano is taken from Fig. 3b of Picano et al. (2015) for the case with \( d_p/H = 1/9, \Phi_p = 5\% \) but rescaled. (b), the mean velocity difference between the particle-laden cases and the single phase case, \( \Delta\langle u_x^+ \rangle = \langle u_{x,pl}^+ \rangle - \langle u_{x,sp}^+ \rangle \).

Case PLS, Case PLS-NR, are 15.736±0.027, 14.771±0.009, 15.230±0.036, 15.281±0.019 and 15.058±0.023, respectively, when normalized by the friction velocity in the unladen case. Hereafter, the value after ± denotes the standard derivation of an averaged quantity. The mean velocity profiles are compared with these reported in the previous studies of particle-laden channel flows in Fig. 13. When normalized by the inner scale (friction velocity and wall unit), the mean velocity profiles of Case PLS and Case PLL are in very
good agreement with the results reported by Picano et al. (2015) and Eshghinejadfard et al. (2017), respectively, when the particle sizes and volume fractions are similar. Unless specified otherwise, the inner scales used for normalization are taken from Case SP. The mean velocity profiles in all the particle-laden cases are reduced, compared to the unladen flow, except in the near-wall region.

While the mean velocity profiles of the particle-laden flows were often reported, they had not been well understood. For the sake of discussion, we may express of local fluid velocity in the particle-laden case as

$$\langle u_x \rangle_{pl} = \int_0^y \frac{d \langle u_x \rangle}{dy'}_{pl} dy' + \delta u. \quad (4.3)$$

Particles may alter the local mean flow velocity in two ways. On the one hand, particles can directly modify the local fluid velocity through enforcing the no-slip condition on their surface. This mechanism is expressed as a modification $\delta u$ in Eq. (4.3). On the other hand, particles can also modify the local flow velocity by changing the fluid velocity gradient at $y'$. This mechanism might be pictured as a virtual thin plate that moves with the same speed of the local fluid speed. While the plate does not change the local fluid speed through the no-slip condition, it alters the viscous transport between its two sides, so the velocity gradient $d \langle u_x \rangle/dy'$ is modified. The overall modulation of the local fluid velocity is determined by the two mechanisms together.

Correspondingly in the single-phase flow, we have

$$\langle u_x \rangle_{sp} = \int_0^y \frac{d \langle u_x \rangle}{dy'}_{sp} dy'. \quad (4.4)$$

To further demonstrate that, a budget analysis of the streamwise momentum balance at the statistical stationary state in each case is analyzed. When the flow reaches a statistical stationary state, the streamwise momentum balance equation of the fluid phase can be obtained as

$$\alpha \left\langle -u_x' u_y' \right\rangle + \frac{1}{\rho} \alpha \mu \left\langle \frac{\partial u_x}{\partial y} \right\rangle + \frac{1}{\rho V} \int_0^y \tau_x dy = \frac{\tau_{w,pl}}{\rho} - g \int_0^y \tau dy, \quad (4.5)$$

where $\alpha$ is the volume fraction of fluid phase inside the control volume $V$. $F_x = \int_S n_j (-p\delta_{xj} + \tau_{xj}) dS$ is the hydrodynamic force in the streamwise direction exerted on the fluid phase by the solid particles, $S_I$ is the fluid-particle interface contained by $V$. $\tau_{w,pl}$ is the counterpart of mean wall stress $\tau_w$ in particle-laden cases. In the present simulation, $\tau_{w,pl}$ is obtained by replacing the integration limit $y$ with the half channel width $H$ in Eq. (4.5), i.e., $\tau_{w,pl} = \rho g H \Phi_f + \frac{1}{V} \int_0^H F_x dy$. The four terms in Eq. (4.5) from left to right are given short-hand notations $\tau_R, \tau_V, \tau_P$ and $\tau_T$, which represent the Reynolds stress, viscous stress, particle-induced stress and the total stress, respectively. The overbar in each term indicates the term is time-averaged at the stationary state.

Eq. (4.5) in the four particle-laden simulations are examined in Fig. 14. All terms in Eq. (4.5) are explicitly computed with the data obtained in the present simulations. Except Case PLS, the other three cases capture well the streamwise momentum balance as the computed left-hand side (LHS) of Eq. (4.5) matches quite well with the computed right-hand side (RHS). In Case PLS, however, about 8% relative difference between the computed LHS and RHS is observed at the wall. This deviation is likely due to the insufficient local grid resolution near the channel wall. When a particle is very close to a channel wall, the flow in the gap between the particle surface and the channel wall could...
Figure 14: The streamwise momentum balance in the particle-laden channel flow simulations: (a) Case PLL, (b) Case PLL-NR, (c) Case PLS, (d) Case PLS-NR.
be under-resolved. Since particles can have strong slipping near the channel wall, a large velocity gradient exists in the gap region between the particle surface and channel wall, which requires higher grid resolutions. The error in Case PLS is particularly significant, because this case has the largest particle volume fraction and the largest total particle surface area near the wall, as shown in Fig. 10. Local grid refinement is needed to improve the results for Case PLS. Fortunately, this inadequate grid resolution only affects the small region very close to the channel walls \((y^+ < 5)\), and the impact is not as significant in the other three cases. The well-balanced results of different stresses in the other three cases shown in Fig. 14 can be viewed as a good self-validation to the computed statistics in these simulations.

As discussed earlier, the presence of particles can modify the local mean flow velocity by introducing a non-zero \(\delta u\) in Eq. 4.3. This correction term \(\delta u\) is associated with the streamwise particle force, \(i.e.,\) the force exerted on the fluid phase by particles, \(\overline{F_x}\), which is shown for each particle-laden case in Fig. 15. In the near-wall region \(y^+ \leq 10\), \(\overline{F_x}\) in each case is positive, meaning particles push fluid forward. This is because particles can slip on the wall while fluid has to follow the no-slip condition on the wall, thus the particle velocity is much larger than the corresponding fluid velocity. As a result, particles accelerate the fluid velocity locally. Outside the near-wall region, \(\overline{F_x}\) in each case changes the sign at some point, which may contribute to the reduced fluid velocity in the particle-laden cases compared to the single-phase case in the same region. It is worth emphasizing that when the velocities of particle phase and fluid phase are close, the negative particle force \(\overline{F_x}\) does not necessarily imply that a faster fluid-phase velocity than the particle-phase velocity, since the results shown in Fig. 15 are the statistical averages and the local particle force do not scale linearly with the velocity difference in general. However, we do observe that \(\overline{F_x}\) is negative in Case PLL and Case PLS compared to the corresponding no-rotation cases as the fluid-phase velocities in the former two cases surpass the particle-phase velocities in a small region. Further approaching the channel center, the hydrodynamic force is almost identically zero, which is probably because the
velocities of the particle phase and the fluid phase converge in the same region, as shown in Fig. 12.

Besides providing a non-zero particle force to modify the local fluid velocity, the presence of particles also alters the fluid velocity gradient significantly. The profiles of the fluid velocity gradient in the single-phase and particle-laden cases are presented in Fig. 11. Except in a small region very close to the wall in Case PLS where the accuracy can be affected by the insufficient grid resolution there, particles generally reduce the fluid velocity gradient \(\frac{d\langle u_x \rangle}{dy}\), as shown in Fig. 11. Part of the reason is that particles have a much smaller velocity gradient (i.e., twice of its spanwise angular velocity) than the velocity gradient of the single phase channel flow. Very close to the wall, the flow acceleration brought by the positive particle force could be partially canceled out by the negative impact due to reduction of \(\frac{d\langle u_x \rangle}{dy}\), but may be still dominating. Thus slightly larger mean flow velocities are observed in the particle-laden cases in this region. A special case happens in Case PLS where both mechanisms are positive, thus the flow acceleration is more significant. Outside the viscous sublayer \(y^+ \geq 8\), the reduction of \(\frac{d\langle u_x \rangle}{dy}\) starts to dominate, thus reduced local fluid velocities compared to the single-phase case are observed. Near the channel center, the fluid velocity gradient \(\frac{d\langle u_x \rangle}{dy}\) in the particle-laden cases becomes slightly larger than the single-phase case. Since this phenomenon occurs even in Case PLL-NR and Case PLS-NR where the velocity gradient of the particle phase is forced to zero, the enhancement of \(\frac{d\langle u_x \rangle}{dy}\) is probably because particles enhanced the viscous effect there. Costa et al. (2016) argued that, near the channel center, particle distribution was rather homogeneous that effective viscosity would be enhanced due to the particle suspensions. They proposed a unified log-law applicable to both single-phase and particle-laden channel flows, using a rescaling for the latter based on the effective viscosity and the effective distance from the virtual wall formed by local particle concentration, and validated the rescaling against the DNS datasets. We have examined their scaling against our simulation results in both particle-laden turbulent channel and pipe flows (Peng & Wang 2018). Under Costa et al. (2016)’s scaling, the slope of the velocity profiles away from the channel wall can be made unified for both single-phase and particle-laden turbulent channel flows. Here we focus on understanding how certain local modulation of the mean flow velocity happens, so the similar investigation is not repeated.

The Reynolds stress profiles of the single-phase and particle-laden simulations are presented in Fig. 16. In comparison to the Reynolds stress in Case SP, the small particles in Case PLS result in larger Reynolds stress while the large particles in Case PLL lead to smaller Reynolds stress. This particle size-dependence was also observed in previous simulations by Shao et al. (2012) and Eshghinejadfard et al. (2017). Note that in Fig. 16, the Reynolds stress of Picano et al. (2015) is quantitatively larger than that in Case PLS because the total driving force was increased in their simulations, but it is unchanged in the present simulations. When particle rotation is restricted, the magnitude of Reynolds stress decreases relative to the corresponding unrestricted case, as shown in Fig. 16. This comparison reveals two opposite effects of the solid particles on the modification of Reynolds stress. It is well known from the quadrant analysis in a single-phase turbulent channel flow that the Reynolds stress \((-u'_x u'_y)\) has the statistical preference in the second (ejection) and fourth (sweeping) quadrants (Kim et al. 1987). When particles are present, on the one hand, due to their finite size, particles can filter out the small-scale fluctuations in the fluid phase. This results in a reduction of Reynolds stress and the reduction scales with the particle size. This effect can be seen from the comparisons between Case PLL and Case PLS, and between Case PLL-NR and Case PLS-NR. On the other hand, particle rotation in the spanwise direction induces additional ejection and sweeping events
Table 4: The simulated TKEs and dissipation rates. The values in the parentheses represent the relative percentages.

<table>
<thead>
<tr>
<th></th>
<th>$\langle k^+ \rangle$</th>
<th>$\langle k_x^+ \rangle$</th>
<th>$\langle k_y^+ \rangle$</th>
<th>$\langle k_z^+ \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case SP</td>
<td>1.792 ± 0.066</td>
<td>1.176 ± 0.048</td>
<td>0.242 ± 0.016</td>
<td>0.374 ± 0.021</td>
</tr>
<tr>
<td></td>
<td>(65.6%)</td>
<td>(13.5%)</td>
<td>(20.9%)</td>
<td></td>
</tr>
<tr>
<td>Case PLL</td>
<td>1.663 ± 0.055</td>
<td>1.049 ± 0.038</td>
<td>0.231 ± 0.012</td>
<td>0.383 ± 0.015</td>
</tr>
<tr>
<td></td>
<td>(63.1%)</td>
<td>(13.9%)</td>
<td>(23.0%)</td>
<td></td>
</tr>
<tr>
<td>Case PLL-NR</td>
<td>1.633 ± 0.087</td>
<td>1.054 ± 0.060</td>
<td>0.218 ± 0.014</td>
<td>0.361 ± 0.019</td>
</tr>
<tr>
<td></td>
<td>(64.5%)</td>
<td>(13.3%)</td>
<td>(21.1%)</td>
<td></td>
</tr>
<tr>
<td>Case PLS</td>
<td>1.821 ± 0.080</td>
<td>1.152 ± 0.058</td>
<td>0.251 ± 0.014</td>
<td>0.418 ± 0.018</td>
</tr>
<tr>
<td></td>
<td>(63.3%)</td>
<td>(13.8%)</td>
<td>(23.0%)</td>
<td></td>
</tr>
<tr>
<td>Case PLS-NR</td>
<td>1.662 ± 0.064</td>
<td>1.087 ± 0.041</td>
<td>0.215 ± 0.016</td>
<td>0.360 ± 0.021</td>
</tr>
<tr>
<td></td>
<td>(65.4%)</td>
<td>(12.9%)</td>
<td>(21.7%)</td>
<td></td>
</tr>
</tbody>
</table>

\[
\langle \varepsilon^+ \rangle \times 10^{-2} \quad \langle \varepsilon_x^+ \rangle \times 10^{-2} \quad \langle \varepsilon_y^+ \rangle \times 10^{-3} \quad \langle \varepsilon_z^+ \rangle \times 10^{-3}
\]

|                | 3.373 ± 0.155          | 2.292 ± 0.090            | 3.996 ± 0.301            | 6.818 ± 0.472            |
|                | (67.9%)                | (11.8%)                  | (20.2%)                  |                          |
| Case PLL       | 3.527 ± 0.091          | 2.077 ± 0.050            | 5.419 ± 0.190            | 9.084 ± 0.276            |
|                | (58.9%)                | (15.4%)                  | (25.8%)                  |                          |
| Case PLL-NR    | 3.384 ± 0.124          | 2.178 ± 0.070            | 4.294 ± 0.231            | 7.765 ± 0.374            |
|                | (64.4%)                | (12.7%)                  | (22.9%)                  |                          |
| Case PLS       | 4.156 ± 0.113          | 2.357 ± 0.060            | 6.863 ± 0.238            | 11.127 ± 0.357           |
|                | (56.7%)                | (16.5%)                  | (26.8%)                  |                          |
| Case PLS-NR    | 3.451 ± 0.115          | 2.149 ± 0.061            | 4.600 ± 0.244            | 8.427 ± 0.360            |
|                | (62.3%)                | (13.3%)                  | (24.4%)                  |                          |

Through entraining high speed fluid from the channel center to the channel wall, and promoting ejection of low speed fluid from the wall. This effect is more significant with small particles, since small particles not only have larger spanwise rotation (see Fig. 11), but also have a larger total surface area than large particles when the particle volume fractions are the same. This explains the larger drop of Reynolds stress from Case PLS to Case PLS-NR than the drop from Case PLL to Case PLL-NR.

4.2.2. The TKE profile and budget analysis

The average fluid-phase TKE over the whole channel in each case is list in Table 4 and the profiles of TKE are compared earlier in Fig. 3. Quantities shown in Table 4 have been averaged over both the phase and time. In general, the presence of particles results in more homogeneous TKE distributions in the wall-normal direction, with enhanced TKE in the viscous sublayer and reduced TKE in the buffer region, compared to the single-phase case. The same observation was also reported in the other studies of particle-laden turbulent channel flow simulations by Picano et al. (2015), Wang et al. (2016b), and Eshghinejadfard et al. (2017). A part of this change is directly related to the particle TKE, which is smaller than the TKE of fluid phase in most regions except near the wall. This is because the finite size of particles makes them respond less to the rapidly changing small-scale fluctuating motions. The restriction of particle rotation further reduces the TKE in the particle phase, as the whole volume occupied by a particle moves with the same velocity. In the near-wall region, particles have larger TKE than the corresponding fluid phase in all four cases, due to the no-slip constraint on channel walls. The lift forces could also lead to stronger fluctuating motions in the wall-normal direction. The modulation of TKE near the channel center is small. A slightly increased TKE in Case PLS and an almost unchanged TKE in the other three cases can be observed. Overall,
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Figure 16: The Reynolds stress profiles in single-phase and particle-laden turbulent channel flows. All results are normalized by the inner scale of the corresponding single-phase simulations. The result of Eshghinejadfard is extracted from Fig. 7 in Eshghinejadfard et al. (2017), the result of Picano is extracted from Fig. 5 in Picano et al. (2015) and rescaled.

TKE in Case PLS is always larger than that in Case PLL for all wall-normal locations. The same observation applies to the comparison between Case PLS-NR and Case PLL-NR.

In order to find out what mechanisms are responsible for the TKE modulation described above, a budget analysis of TKE in a particle-laden turbulent flow is conducted. Previously, the attempts to investigate the full budget equation of TKE suffered from either the difficulty in resolving the flow around particles or accessing the data, or both. In the cases where the particles were small compared to the flow structures, the flow was assumed continuous, with an additional term representing the force acting on the particles. The effects of the particles on the fluid TKE is then simplified as the work done by this particle force (e.g. Kulick et al. 1994; Li et al. 2001). This simple analysis was sometimes extended to the flows laden with large-size particles. For example, Lucci et al. (2010) analyzed the sign of \( \langle f_i u_i \rangle \) in their simulations of a decaying homogeneous isotropic turbulence laden with finite-size heavy particles, where \( f_i \) was defined as the local immersed boundary force due to the presence of particles, \( u_i \) was the local fluid velocity. They reported that \( \langle f_i u_i \rangle \) was positive, i.e., the presence of particles acted as an extra source rather than a sink of the TKE. The major problem of their study is the lack of clear physical interpretation of the coupling term \( \langle f_i u_i \rangle \), since \( f_i \) is an algorithm generated term according to the immersed boundary method, instead of a term that is physically determined. Full TKE budget analyses in FRSs became possible only recently. Vreman (2016) performed a budget analysis in an homogeneous isotropic turbulence with an array of fixed particles. In this study, since the particles were well defined and not changing, TKE budget equations of the single-phase flow could be applied to the coordinate attached to particles. Vreman (2016) found that the presence of particles
triggered the conveyance of TKE from far field to the particle surfaces to sustain the enhanced dissipation there. Two other relevant studies were reported by Kajishima et al. (2001) and Wang et al. (2016a). The former was performed in a simulation of particle-laden turbulent flow in a vertical channel with $Re_p \approx 500$, but no details were provided on what budget equation was and how this equation was examined. The latter effort calculated terms in a budget equation of TKE in coordinates attached to moving particles in particle-laden homogeneous isotropic turbulence. A direct investigation of the TKE budget equations of a fully resolved particle-fluid two-phase system was performed by Santarelli et al. (2016) for a turbulent channel flow laden with small bubbles acting as rigid particles. This effort provided useful data to understand the turbulence modulation by light particles, but only the budget equation of the total TKE was investigated.

In an anisotropic turbulent channel flow, the inter-component TKE transfer could also be affected by the solid particles, which should be studied. Very recently, Vreman & Kuerten (2018) conducted a TKE budget analysis in their simulation of an array of particles moving at a constant velocity in a turbulent channel flow. Their study only involved the budget analysis of the total TKE, but the analysis was performed in both a moving frame attached the particles and a fixed frame attached to the channel wall. Since Vreman & Kuerten (2018) conducted the simulation with an over-set grid and the fluid-particle interfaces were well defined, their results are accurate and provided a lot of insights on the local turbulence modulation near particle surface. However, the wall-normal locations of the particles in this study were quite away from the channel wall ($y^+ = 90$ and 150), the interactions between the particles and the most inhomogenous and anisotropic near-wall turbulence were not fully explored. du Cluzeau et al. (2019) reported a full TKE budget analysis in a bubbly turbulent channel flow for both the total TKE and component-wise TKE. However, not every term was calculated explicitly in their work, so it is not possible to assess the overall reliability of their budget analysis.

The budget equations in a particle-laden turbulent channel flow can be derived using the theorem of volume-averaging (Prosperetti & Tryggvason 2009; Crowe et al. 2011) and from the phase-field theory (Kataoka & Serizawa 1989; Vreman & Kuerten 2018). These two methods essentially reach the same budget equations that are expressed as

\[
\begin{align*}
\frac{\partial}{\partial t} \alpha \frac{1}{2} \langle u'_i u'_i \rangle &= -\alpha \langle u'_x u'_y \rangle \frac{\partial \langle u_x \rangle}{\partial y} - \frac{\partial}{\partial y} \alpha \frac{1}{2} \langle u'_i u'_i u'_y \rangle - \frac{1}{\rho} \frac{\partial}{\partial y} \alpha \langle p' u'_y \rangle + \frac{\partial}{\partial y} \alpha \langle \tau'_{iy} u'_i \rangle - \alpha \rho \left( \langle \tau'_{ij} \partial \rangle \frac{\partial \langle u'_i \rangle}{\partial x_j} - \langle \partial \rangle \frac{\partial \langle u_i \rangle}{\partial x_j} \right) \\
&+ \frac{1}{\rho V} \int_{S_t} n_j \left( -p \delta_{ij} u_i + u_i \tau_{ij} \right) dS - \frac{1}{\rho V} \langle u_x \rangle \int_{S_t} n_j \left( -p \delta_{xj} + \tau_{xj} \right) dS .
\end{align*}
\]  

(4.6a)
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Streamwise:
\[
\frac{\partial}{\partial t} \frac{1}{2} \langle u'_x u'_x \rangle = -\frac{\partial}{\partial y} \alpha \frac{1}{2} \langle u'_x u'_y \rangle - \frac{\partial}{\partial y} \alpha \frac{1}{2} \langle u'_x u'_u' \rangle + \frac{1}{\rho} \frac{\partial}{\partial y} \alpha \langle \tau'_{xy} u'_x \rangle \\
+ \frac{\alpha}{\rho} \left( \frac{1}{\rho} \frac{\partial}{\partial x} \right) \langle u'_x \rangle - \frac{\alpha}{\rho} \left( \langle \tau'_{xx} \rangle \frac{\partial}{\partial x} \right) + \frac{\alpha}{\rho} \left( \langle \tau'_{xy} \rangle \frac{\partial}{\partial y} \right) + \frac{\alpha}{\rho} \left( \langle \tau'_{xz} \rangle \frac{\partial}{\partial z} \right) \\
+ \frac{1}{\rho V} \int_{S_i} n_j (-p\delta_{xj} u_x + u_x \tau_{xj}) dS
\]

(4.6b)

Transverse:
\[
\frac{\partial}{\partial t} \frac{1}{2} \langle u'_y u'_y \rangle = -\frac{\partial}{\partial y} \alpha \frac{1}{2} \langle u'_y u'_x \rangle - \frac{\partial}{\partial y} \alpha \frac{1}{2} \langle u'_y u'_u' \rangle + \frac{1}{\rho} \frac{\partial}{\partial y} \alpha \langle \tau'_{yy} u'_x \rangle \\
+ \frac{\alpha}{\rho} \left( \frac{1}{\rho} \frac{\partial}{\partial y} \right) \langle u'_y \rangle - \frac{\alpha}{\rho} \left( \langle \tau'_{xy} \rangle \frac{\partial}{\partial x} \right) + \frac{\alpha}{\rho} \left( \langle \tau'_{yy} \rangle \frac{\partial}{\partial y} \right) + \frac{\alpha}{\rho} \left( \langle \tau'_{yz} \rangle \frac{\partial}{\partial z} \right) \\
+ \frac{1}{\rho V} \int_{S_i} n_j (-p\delta_{yj} u_y + u_y \tau_{yj}) dS
\]

(4.6c)

Spanwise:
\[
\frac{\partial}{\partial t} \frac{1}{2} \langle u'_z u'_z \rangle = -\frac{\partial}{\partial z} \alpha \frac{1}{2} \langle u'_z u'_x \rangle - \frac{\partial}{\partial z} \alpha \frac{1}{2} \langle u'_z u'_u' \rangle + \frac{1}{\rho} \frac{\partial}{\partial z} \alpha \langle \tau'_{yz} u'_z \rangle \\
+ \frac{\alpha}{\rho} \left( \frac{1}{\rho} \frac{\partial}{\partial z} \right) \langle u'_z \rangle - \frac{\alpha}{\rho} \left( \langle \tau'_{xz} \rangle \frac{\partial}{\partial x} \right) + \frac{\alpha}{\rho} \left( \langle \tau'_{yz} \rangle \frac{\partial}{\partial y} \right) + \frac{\alpha}{\rho} \left( \langle \tau'_{zz} \rangle \frac{\partial}{\partial z} \right) \\
+ \frac{1}{\rho V} \int_{S_i} n_j (-p\delta_{zj} u_z + u_z \tau_{zj}) dS
\]

(4.6d)

where \( E_P \) is the production due to mean flow shear, \( E_{TT}, E_{PT}, E_{VT} \) are the transport of TKE in the inhomogeneous direction due to turbulence fluctuation, pressure fluctuation,
and viscous diffusion, respectively. $E_{VD}$ is the viscous dissipation rate. $E_{IM}$ is the change of TKE due to the unsteadiness of the fluid volume fraction in the fixed control volume $V$, which arises due to the fact that the spatial gradient of a phase-averaged quantity is not equal to the phase average of the spatial gradient of the same quantity. At the statistically stationary stage, the long time average of $E_{IM}$ should be zero as the long term average of fluid volume fraction in $V$ is constant. $E_{IW}$ is the rate of work done by the particles on the fluid phase. $E_{IP}$ represents the part of $E_{IW}$ contributing to the kinetic energy of the mean flow. The last three equations are the component-wise TKE budget equation of the streamwise ($x$), wall-normal ($y$), and spanwise ($z$) component, respectively. $E_{PSx}$, $E_{PSy}$ and $E_{PSz}$ are the inter-component transfer of TKE due to the pressure strain-rate coupling in the streamwise, wall-normal, and spanwise direction, respectively. $\alpha$ is the volume fraction of the fluid phase inside the control volume $V$. $S_I$ is the fluid-particle interface inside $V$. In the present particle-laden turbulent channel flow simulations, the control volume $V$ is naturally chosen as thin layers stretching over the two homogeneous directions, i.e., the streamwise and spanwise directions. Therefore, the spatial derivatives of any quantity in the streamwise and spanwise directions are zero, i.e., $\partial\langle \cdots \rangle / \partial x = \partial\langle \cdots \rangle / \partial z = 0$. Furthermore, the fluid shall have zero mean velocity in the wall-normal and spanwise directions, with and without particles. All these trivial terms are already crossed out in the four TKE budget equations in Eq. (4.6). After careful cross examination, Eq. (1.6) is found to be identical with the budget equation derived by Vreman & Kuerten (2018) with the assumption of constant driven force and the above simplifications. At the statistical stationary state, the time average of the TKE budget equations in Eq. (4.6) are investigated.

The time-averaged values of various terms in the total TKE budget equation are presented in Fig. 17 for all simulated cases, where the solid black line in each plot represents summation of all terms on the right-hand side of Eq. (4.6a). $E_{IW}$ and $-E_{IP}$ are combined as $E_W$ for simplicity. The overall balance in each case is well captured except a significant deviation in a small region very close to the channel wall in Case PLL and Case PLS. The imbalances are contained in the region $y^+ < 5$, which roughly correspond to first three grid points from the wall. They are likely numerical errors due to the insufficient local grid resolution very close to the wall. Without particle rotation, the chance particles enter the near wall region is much smaller, thus the numerical errors described above might be small. The fact that the whole particle moves with the same translational velocity may also help reduce the numerical error. The imbalances in Case PLL-NR and Case PLS-NR are therefore much smaller. Keeping these numerical errors in mind, the near-wall results in Case PLL and Case PLS must be taken as preliminary results.

A significant volume (5%) is occupied by particles in each particle-laden case. To fairly compare the volumetric intensity of each mechanism, results in Fig. 17 should be scaled by normalizing the time-averaged local fluid volume fraction in each case, which essentially means the phase average and is expressed with $\langle \cdots \rangle$ in the rest of the paper. For the sake of conciseness in the ongoing discussion, terms in Eq. (4.6a) are grouped into three categories. The TKE production $E_P$ and the particle work $E_W$ are discussed together as the TKE source terms. $E_{VD}$ is the viscous dissipation rate that converts TKE into heat, which alone represents the intensity of TKE sink. Finally, $E_{TT}$, $E_{PT}$, $E_{VT}$ and $E_{IM}$ are combined as TKE transport along the wall-normal direction due to flow inhomogeneity.

Time-averaged TKE source terms in the single-phase and particle-laden cases are shown in Fig. 18. In the viscous sublayer $y^+ \lesssim 8$, $\langle E_P \rangle$ is slightly enhanced in Case PLS and almost unaltered in the other three cases. By definition, $\langle E_P \rangle$ is the product
Figure 17: Budgets of turbulent kinetic energy in the particle-laden turbulent channel flow simulations: (a) Case PLL, (b) Case PLL-NR, (c) Case PLS, (d) Case PLS-NR.
of the Reynolds stress $\langle -u'_x u'_y \rangle$ and the mean velocity gradient $d\langle u_x \rangle/dy$. The slight enhancement inside the viscous sublayer in Case PLS is a result of the increase of mean velocity gradient in the same region, as shown in Fig. 11. Again, cautions should be taken as this enhancement may not be quantitatively accurate due to inadequate local grid resolution as discussed earlier. In the other three cases, the Reynolds stress and mean velocity gradient in the viscous sublayer are almost unaltered, so is $\langle E_P \rangle$. In the buffer region, $\langle E_P \rangle$ is reduced by the presence of particles in all four particle-laden cases. In Case PLS, while the mean velocity gradient in the buffer region is reduced by particles, the Reynolds stress is enhanced. Therefore, the reduction of $\langle E_P \rangle$ in Case PLS is not as significant as in the other three case, where both the Reynolds stress and mean velocity gradient are reduced. The reduction of $\langle E_P \rangle$ in Case PLS also occurs over a smaller range of wall-normal locations than these in the other three cases.

Particle rotation can either increase or decrease $\langle E_P \rangle$ in the buffer region, depending on the particle size. For large particles, although the restriction of particle rotation results in a further reduction of Reynolds stress, it yields a smaller reduction of the mean velocity gradient. The combination leads to a higher $\langle E_P \rangle$ in Case PLL-NR than that in Case PLL in the buffer region. On the contrary, for small particles, the restriction of particle rotation causes a significant drop of Reynolds stress and almost unaltered mean velocity gradient. Thus a smaller $\langle E_P \rangle$ is observed in Case PLL-NR in the buffer region. Moving closer to the channel center, $\langle E_P \rangle$ is slightly increased in all four particle-laden cases. This change is attributed to the enhanced mean velocity gradient brought by particles, as shown in Fig. 11. The enhancement in Case PLS is greater than the other three cases probably because the Reynolds stress is also increased in this case.

In the present particle-laden flows, particle work $E_W$ always acts as an additional production mechanism of the TKE. The same observation was also made by Lucci et al. (2010) in their simulation of decaying homogeneous isotropic turbulence with finite-size particles. In that work, the extra TKE input due to the presence of particles was interpreted as the two-way coupling term $\langle u'_i f_i \rangle$. As commented earlier, the physical meaning of this two-way coupling term is not as clear as $E_W$ derived in the TKE budget. The magnitude of this two-way coupling term also largely depends on the numerical algorithm that defines the coupling force $f_i$. In the present simulations, $E_W$ contributes to TKE of the fluid phase by either the particle translation or the particle rotation. The comparison of $\langle E_W^+ \rangle$ between Case PLL-PLS and Case PLL-NR-PLS-NR in Fig. 18b show that both mechanisms are important. With the increase of particle size, $\langle E_W^+ \rangle$ due to particle rotation takes a larger percentage, which can be seen from the larger drop of $\langle E_W^+ \rangle$ between the two large particle cases. This increased importance of particle rotation has two reasons. On the one hand, particle rotation becomes increasingly important when the particle size increase. The effects of particle rotation are usually ignored for small particles. On the other hand, large particles tend to have less translational velocity fluctuations than small particles due to their larger size. Comparing the two PLL profiles, there is a small region around $y^+ = 10$ where $\langle E_W^+ \rangle$ in the free-rotation case is slightly smaller than that in the corresponding no-rotation case. This is not because particle rotation does negative work to the fluid phase, but rather due to the change of particle distribution when particle rotation is turned off. Unlike the other terms in the budget equations that are essentially volume integrals, $E_W$ is a surface integral that may not be scaled properly by normalizing the fluid volume fraction. The combination of $E_P$ and $E_W$ is the total TKE source. With the addition of $E_W$, the net TKE input is increased at all wall-normal locations in Case PLS, compared to the unladen case.
three particle-laden cases, the total rates of TKE input are larger than the unladen case except in the region of $10 \leq y^+ \leq 25$.

The time-averaged dissipation rates $\langle E_{VD} \rangle$ in different cases are compared in Fig. 19. The averaged dissipation rate over the whole channel in each case is also listed in Table 4. The presence of particles enhances the dissipation rate in Case PLS, but has a negligible effect in the other three cases. In the latter three cases, the magnitudes of $\langle E_{VD} \rangle$ are increased near the wall at $y^+ \leq 10$, and only marginally altered elsewhere. It should be clear that at the stationary stage, the local dissipation rate of TKE must balance the
Figure 19: Time-averaged rates of viscous dissipation of TKE in the single-phase and particle-laden turbulent channel flows.

Figure 20: Time-averaged rates of turbulent kinetic energy transportation in the single-phase and particle-laden turbulent channel flows.

local TKE source and the TKE transported from other places. Therefore, the presence of particles does not necessarily lead to an enhanced total dissipation rate, as reported in earlier studies of homogeneous isotropic particle-laden turbulent flows (Burton & Eaton 2005; Lucci et al. 2010).

Finally, the TKE transport due to the flow inhomogeneity in the wall-normal direction is examined in Fig. 20. Compared to the single-phase case, less TKE is transported out from $10 \leq y^+ \leq 30$ in the particle-laden cases. As shown in Fig. 17, the TKE transport in this region is mainly contributed by the turbulent transport $E_{TT}$, which is suppressed in the particle-laden cases due to the local reduction of turbulent intensity. Very close to the wall $y^+ \leq 2$, more TKE is transported to this region to balance the enhanced viscous dissipation. In this near wall region, most of TKE is transported through viscous diffusion, as the viscous effect dominates locally. The viscous effect in this region is further enhanced by the presence of particles, which can be seen from the increased velocity gradients (the result in Case PLS may contain numerical errors) in the particle-laden cases (Fig. 11) and an increased effective viscosity. Since the restriction of particle rotation makes it harder for particles to approach the channel walls, the enhancements of TKE transport in $y^+ \leq 2$ are smaller in Cases PLL-NR and PLS-NR, compared to the two freely-rotating particle cases. In the region of $2 \leq y^+ \leq 10$, the TKE transport
is still mainly carried by the viscous diffusion, as shown in Fig. 17. The intensity of TKE transport in the particle-laden cases is either reduced \((2 \leq y^+ \leq 5)\) or enhanced \((5 \leq y^+ \leq 10)\) compared to unladen case, but the overall effect of particles is to reduce the net TKE received by this region. This implies that particles may bring two opposite impacts on the overall viscous transport in this region. On the one hand, the presence of particles always enhances the effective viscosity. On the other hand, particles also increase the homogeneity of TKE distribution in the wall-normal direction, which lowers the transport along the wall-normal direction. The contribution of \(E_{IM}\) to the TKE transport is almost negligible. This is expected since although the instantaneous TKE transport due to the dynamic redistribution of particles is non-zero, the long-term average of \(E_{IM}\) should be zero as there is no net particle volume flux.

So far, each mechanism in the budget equation of the total TKE has been quantified using the DNS data. This analysis provides a better understanding of the TKE modulations by the particles. However, it must be emphasized that terms the budget equation only represent the changing rates of TKE instead of TKE itself. An increased rate of TKE production does not necessarily lead to a same modulation on TKE itself. The budget analysis based on the statistically stationary condition may also be insufficient to reveal how a new equilibrium state of TKE is established after particles are released. Further insights could be drawn if the dynamic transition from the stationary state of single-phase flow to that of particle-laden flow is examined, which could be a subject for future study. Based on the above analysis, the reduction of turbulent intensity in the region \(5 \leq y^+ \leq 30\) in the particle-laden cases is probably due to the reduced TKE production by the flow shear, i.e., \(E_P\), resulting from the reduced mean velocity gradient in the same region, with an exception in Case PLS. A same observation was made in the earlier experimental investigation of a turbulent channel flow laden with small particles by Paris (2001), where TKE was found to be significantly reduced while the dissipation rate was only slightly enhanced. In Case PLS, on the other hand, adding the particle work \(E_W\), the net TKE production becomes larger compared to that in the single phase case. In this case, the attenuated TKE in the region of \(5 \leq y^+ \leq 30\) might be associated with the enhanced dissipation induced by particles.

4.2.3. The root-mean-square (r.m.s.) velocities and the budget analyses of component TKEs

Besides the modulation of the total TKE, it is also interesting to investigate how the presence of particles redistributes TKE among different spatial directions. The component-wise TKE averaged over the whole channel in each case is shown in Table 4. When particle rotation is not restricted, small particles tend to yield larger r.m.s. velocity than the large particles in each spatial direction. Such particle-size effect is much weaker for non-rotating particles. The presence of freely-rotating particles also generates a net flux of TKE from the streamwise velocity component to the spanwise component. The same trend is less obvious for non-rotating particles. The profiles of the streamwise, wall-normal and spanwise r.m.s. velocities, computed as \(\sqrt{\langle u'_x^2 \rangle}\), \(\sqrt{\langle u'_y^2 \rangle}\), \(\sqrt{\langle u'_z^2 \rangle}\), respectively, in the single-phase and particle-laden cases are presented in Fig. 21, Fig. 22 and Fig. 23, respectively. These results obtain in the present simulations are in good qualitative agreement with those reported in earlier studies of Picano et al. (2015) and Eshghinejadfard et al. (2017). Similar to the effect on total TKE, particles generally result in a more uniform streamwise TKE distribution along the wall-normal direction. For the other two velocity components, the presence of particles enhances the TKE near the channel wall but attenuates the TKE near the channel center, with an exception
Figure 21: The profiles of phase-partitioned streamwise r.m.s. velocity in single-phase and particle-laden turbulent channel flows: (a) streamwise r.m.s. velocity, (b) the modulation of the fluid streamwise r.m.s. velocity compared to single-phase. The result of Eshghinejadfard is extracted from Fig. 6 in Eshghinejadfard et al. (2017), the result of Picano is extracted from Fig. 5 in Picano et al. (2015).

of Case PLS where the wall-normal and spanwise TKEs are enhanced everywhere. As we shall see shortly, this exception is probably related to the strongest enhancement of the inter-component TKE transfer from streamwise velocity component to the other two velocity components near the channel center in Case PLS compared to other cases.

To better understand the above modulations, the component-wise TKE budget equations, Eq. (4.6) to Eq. (4.6), are examined in Fig. 24, Fig. 25 and Fig. 26, respectively. The overall balance shown in Eq. (4.6) to Eq. (4.6) are well captured except that, in Case PLL and Case PLS, certain errors appear on the two node points next to the channel walls, especially in the streamwise and spanwise directions. Again, these errors are likely related to the inadequate grid resolution locally because of the small gap between the particles and channel walls. The same errors almost disappear when particle rotation is restricted. For the sake of the simplicity in the following discussion, terms in the TKE budget equations are grouped according to their physical significance. Besides the terms in the budget equation of total TKE, $E_{PSi}$ represent the inter-component transfer of TKE. A positive $E_{PSi}$ indicates the $i$ velocity component is receiving net TKE from other velocity components. A negative $E_{PSi}$ means the TKE in the $i$-th velocity component is being transferred out to other components.

The time-averaged profiles of the source, the transport, the inter-component transfer, and the sink of the streamwise TKE in the single-phase and particle-laden flows are presented in Fig. 27. In all four particle-laden cases, particles work $E_{Wx}$ serves as an additional source of TKE throughout the channel. This additional TKE production is contributed by both the translational velocity fluctuation and rotation of the particles. Although $E_{Wx}$ provides additional TKE input, it is not enough to compensate the reduction of $E_P$ in the buffer region, which is due to the reduced flow shear rate. This leads to the attenuation of the streamwise r.m.s. velocity in the same region. The TKE source at other wall-normal locations is, however, increased by the presence of particles. This causes augmentation of the streamwise r.m.s. velocity in the viscous sublayer and outside the buffer region relative to the value in Case SP, as shown in Fig. 21.)
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Figure 22: The profiles of phase-partitioned wall-normal r.m.s. velocity in single-phase and particle-laden turbulent channel flows: (a) wall-normal r.m.s. velocity, (b) the modulation of the fluid wall-normal r.m.s. velocity compared to single-phase. The result of Eshghinejadfard is extracted from Fig. 6 in Eshghinejadfard et al. (2017), the result of Picano is extracted from Fig. 5 in Picano et al. (2015).

Figure 23: The profiles of phase-partitioned spanwise r.m.s. velocity in single-phase and particle-laden turbulent channel flows: (a) spanwise r.m.s. velocity, (b) the modulation of the fluid spanwise r.m.s. velocity compared to single-phase. The result of Eshghinejadfard is extracted from Fig. 6 in Eshghinejadfard et al. (2017), the result of Picano is extracted from Fig. 5 in Picano et al. (2015).

modification of the streamwise TKE transport is similar to that observed for the total TKE. In the region $10 \leq y^+ \leq 30$ where the turbulent transport $E_{TTx}$ serves as the major mechanism, less streamwise TKE is transported out because of the reduced turbulent intensity there. Further close to the channel walls, the viscous transport $E_{VT}$ dominates, and the intensity of the transport of streamwise TKE can be either enhanced ($y^+ \leq 2$
and $5 \leq y^+ \leq 10$) or attenuated ($2 \leq y^+ \leq 5$), probably due to the dual effects of particles on the viscous diffusion, i.e., particles result in larger effective viscosity but at the same time create a more homogeneous distribution of TKE.

The inter-component transfer of TKE is significantly enhanced by the presence of particles. More TKE is given out by the streamwise velocity component to the other two components in both the viscous sublayer and the buffer region, except a small region attached to the wall, as shown in Fig. 29. The strengthened inter-component transfer of TKE results from not only the spherical shape of the particles but also the particle rotation. It eventually leads to a more isotropic TKE distribution in the particle-laden cases in the buffer region. In a small region attached to the channel walls, the streamwise velocity component actually receives net TKE from other two components when particle rotation is allowed. This phenomenon is not observed in the single-phase case and is very weak in Case PLL-NR and Case PLS-NR. As it will become clear later, this phenomenon occurs essentially because more TKE is transferred from the streamwise velocity component to the wall-normal component in the buffer region. Then, through a significantly enhanced pressure transport mechanism, the received TKE in the wall-normal component is carried from the buffer region to the viscous sublayer. When this wall-normal TKE arrives the near wall region, it is returned back to the streamwise velocity component, so a positive $E_{PTy}$ is observed. Finally, the dissipation rates $E_{V'Dx}$ of streamwise TKE in the particle-laden cases are enhanced in the viscous sublayer but reduced in the buffer region. The modulation of $E_{V'Dx}$ balances with the modulations of TKE source, transport and inter-component transfer in each particle-laden turbulent flow case.

The detailed investigation of the terms in the budget equation of wall-normal TKE is presented in Fig. 28. Different from the single-phase case, where the only source of wall-normal TKE is inter-component transferred from the streamwise TKE, in the particle-laden cases, wall-normal velocity fluctuations also receive energy input directly from the particles work $E_{Wy}$, as shown in Fig. 28a. However, unlike $E_{Wx}$ in the streamwise TKE budget equation that is contributed by both particle translational velocity fluctuation and particle rotation, $E_{Wy}$ in the wall-normal TKE balance almost purely comes from the particle rotation. This observation is made since in Case PLL-NR and Case PLS-NR where particle rotation is restricted, $E_{Wy}$ is almost zero. $E_{Wy}$ in Case PLL and Case PLS is significant only in the region of $y^+ \leq 40$. As shown in Fig. 28(c), in the region of $10 \leq y^+ \leq 30$, particles also enhance the inter-component transfer mechanism and convert more TKE to the wall-normal velocity component. The above two modulations together result in an enhanced wall-normal r.m.s. velocity in the buffer region. Since the transport mechanisms, especially the pressure transport $E_{PTy}$ are significantly augmented, the received wall-normal TKE in the buffer region is transported to the viscous sublayer, as shown in Fig. 28(b). The enhanced wall-normal TKE transport mechanisms are mainly related to the particle rotation, probably associated with the sweeping events created by the particle rotation. When the particle-rotation is restricted, the profiles of TKE transport rates for Case PLL-NR and Case PLS-NR in Fig. 28(b) appear similar to that of the single-phase case. When the transported TKE reaches the channel walls, it is transferred to the streamwise and spanwise components rather than dissipated directly into heat, as the dissipation rate of the wall-normal TKE is zero at wall. The wall-normal TKE transferred back to the streamwise component results in the positive $E_{PSx}$ observed in Fig. 27(c), while the part of wall-normal TKE transferred to the spanwise component further enhanced the spanwise TKE in the near-wall region. At last, the dissipation rates of the wall-normal TKE in the particle-laden cases are significantly enhanced throughout.
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Figure 24: Budgets of streamwise turbulent kinetic energy in the particle-laden turbulent channel flow simulations: (a) Case PLL, (b) Case PLL-NR, (c) Case PLS, (d) Case PLS-NR.
Figure 25: Budgets of wall-normal turbulent kinetic energy in the particle-laden turbulent channel flow simulations: (a) Case PLL, (b) Case PLL-NR, (c) Case PLS, (d) Case PLS-NR.
Figure 26: Budgets of spanwise turbulent kinetic energy in the particle-laden turbulent channel flow simulations: (a) Case PLL, (b) Case PLL-NR, (c) Case PLS, (d) Case PLS-NR.
Figure 27: Terms in the streamwise turbulent kinetic energy budget equation Eq. (4.6b): (a) source, (b) transport, (c) inter-component transfer, (d) viscous dissipation.
Figure 28: Terms in the transverse turbulent kinetic energy budget equation Eq. (4.6c): (a) source, (b) transport, (c) inter-component transfer, (d) viscous dissipation.
Figure 29: Terms in the spanwise turbulent kinetic energy budget equation Eq. (4.6d): (a) source, (b) transport, (c) inter-component transfer, (d) viscous dissipation.
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Figure 30: Diagram to summarize the results of turbulence modulation by particles from this study. Blue arrows: mechanisms that exist in the single-phase turbulent channel flow, where double arrows represent mechanisms are strengthened by the presence of particles, dash arrows represent mechanisms are weakened by the presence of particles. Red arrows: new mechanisms that are not present in the single-phase turbulent channel flow. Mechanisms: (1) production, (2) particle work, (3a) turbulent transport, (3b) pressure transport, (3c) viscous transport, (4) inter-component transfer.

the channel. This can also be seen in Table 4. The relative enhancements of \( \langle \varepsilon_{ij} \rangle \) are 35.6%, 7.5%, 71.7% and 15.1% in Case PLL, Case PLL-NR, Case PLS, and Case PLS-NR, respectively.

Finally, each term in the spanwise TKE budget equation, Eq. (4.6a), is examined in Fig. 29. For the spanwise velocity component, the TKE input brought by the particle work \( E_{Wz} \) is almost negligible. A nearly zero \( E_{Wz} \) together with non-zero \( E_{Wx} \) and \( E_{Wy} \) implies that only the particle rotation in the spanwise direction contributes to the net turbulence modulation. The enhancement of spanwise r.m.s. velocity in the particle-laden cases is due to the enhanced inter-component transfer of TKE from the other two components. This mechanism mainly happens in the region \( y^+ \leq 40 \), which is in good correspondence with the region of major spanwise r.m.s. velocity enhancement, as shown in Fig. 23. The zigzag shape of the pressure-strain rate profile in single-phase case is probably due to the numerical error resulting from the weak compressibility of LBM, which does not affect the conclusions of the budget analyses. The maximum values of \( E_{PSz} \) in the particle-laden cases occur around \( 5 \leq y^+ \leq 20 \). This results in an increased level of inhomogeneity that transports more TKE out from \( 5 \leq y^+ \leq 20 \) to \( y^+ \leq 5 \), in order to balance the enhanced local dissipation in the latter region. Similar to the wall-normal component, the dissipation rate of the spanwise TKE is enhanced throughout the channel in the particle-laden cases.
4.2.4. Summary of TKE modulation by solid particles

The results of various aspects of TKE modulation by solid particles can now be summarized in Fig. 30. First, the red solid arrows represent the existing mechanisms that are strengthened by the presence of particles. These mechanisms include: 1) the inter-component transfer of TKE from the streamwise velocity component to the wall-normal and spanwise components in the buffer region, 2) the production of streamwise TKE from the mean flow in the viscous sublayer, 3) the pressure transport of the wall-normal TKE from the buffer region to the viscous sublayer, 4) the viscous transport of the spanwise TKE from buffer region to the viscous sublayer, and 5) the inter-component transfer of TKE from the wall-normal component to the spanwise component in the viscous sublayer. Second, the black solid arrows mark these existing mechanisms that are suppressed by the presence of particles. These mechanisms include 1) the production of the streamwise TKE from the mean flow in the buffer region, and 2) the viscous and turbulent transport of streamwise TKE from the buffer region to the viscous sublayer. Finally, the presence of particles also creates new mechanisms that are not present in the single-phase turbulent channel flow; these are labeled with black dash arrows in Fig. 30: 1) the production of the wall-normal TKE directly from the mean flow through particle work in both the viscous sublayer and buffer region, and 2) the inter-component TKE transfer from the wall-normal component back to the streamwise component very close to the channel wall. The overall effect of all the above modulations is to yield a more homogeneous distribution of TKE in the wall-normal direction, and a slightly more isotropic distribution of TKE among different velocity components. Since more TKE is transferred from the streamwise velocity component to the other two components when particles are present, the overall dissipation rates of the wall-normal and spanwise TKE take a larger percentage of the total dissipation rate, which is evident in Table 4.

5. Summary and discussion

In this study, interface-resolved direct numerical simulations based on the lattice Boltzmann method are used to investigate the two-way coupling effects between finite-size particles and a turbulent channel flow. Specific attention is given to the statistical analysis of local particle clusters in the flow, and the modulations induced by the particles on both the mean flow velocity and turbulent intensity. Not only the phenomena of the two-way coupling effects are described and compared carefully with the existing results in the previous investigations, but also these phenomena are better explained through in-depth analyses of the hydrodynamic forces on the particles and the turbulent kinetic energy budget of the fluid phase. The main conclusions of the present study are summarized as follows.

First, under Stokes lubrication corrections, solid particle clusters are observed in all four particle-laden cases in the present study. This differs from previous studies using non-physical repulsive lubrication barriers. Since Stokes lubrication forces resist relative motions and since neutrally buoyant solid particles have a relatively weak inertia, they tend to stay together after near-field or contact interactions. The particle clusters are found to have a preference to align in the streamwise direction. The restriction of particle rotation tends to enhance this preference.

Second, when particles are allowed to rotate freely, the particle volume fraction has a local maximum in the near-wall region of the channel, followed by a local minimum further away from the channel wall. The local maximum results from the balance between the strong transverse lubrication force from the channel wall driving particles away, and
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the lift forces pointing towards the channel wall due to the mean shear flow and particle rotation. The local minimum is found to be related to the sign change of the relative motion between the fluid and particulate phases causing both lift forces to reverse their direction. When the particle rotation is restricted, the lift force due to particle rotation is eliminated, so the local maximum moves further away from the channel wall, and the local minimum also disappears.

Third, under a constant mean pressure gradient or body force, the presence of particles can alter the bulk flow speed through two mechanisms. The first mechanism is due to the no-slip condition on the particle surface via a non-zero particle force. This particle force is found to be positive near wall (pushing fluid forward), as solid particles can move faster than the fluid phase there, while it is negative in the buffer region (dragging fluid backward). The second mechanism is related to the reduction of the mean-flow velocity gradient, which is found to make a negative contribution to the local mean flow, in both the viscous sublayer and the buffer region except in a small region very close to the wall in Case PLL. The reductions of mean velocity gradient near wall is the main reason for the reductions of bulk flow speed in the particle-laden flows.

Fourth, the presence of particles has two opposite effects on the Reynolds stress. On the one hand, due to their finite size, particles tend to have weaker velocity fluctuations than the fluid phase. The Reynolds stress in the ambient fluid around particles is damped by the particles through the no-slip condition. Larger particles cause a larger reduction in the Reynolds stress. On the other hand, particle rotation in the spanwise direction may excite additional ejection and sweeping events enhancing the Reynolds stress. This effect depends on both the particle angular velocity and the total particle surface area, so the rotation of small particles is found to enhance the Reynolds stress more than large particles.

Finally, the distribution of fluid TKE per unit volume is flattened by the presence of particles, with reduced peaks in the buffer region, and enhancements in other regions. A similar modulation is also observed for the streamwise TKE in the particle-laden flows. The wall-normal and spanwise TKE, however, are enhanced in both the viscous sublayer and buffer region by the particles. Outside the buffer region, the total TKE and component-wise TKE are not much affected by the particles.

Furthermore, a complete budget analysis of TKE is conducted to better understand how the production, transport, inter-component transfer, and viscous dissipation of TKE are modified by the particles. The key observations from this analysis include:

(i) For the total TKE, the rate of production due to the mean flow shear is reduced by the particles in the buffer region due to smaller mean velocity gradients in the particle-laden cases. On the other hand, particles directly do work to the fluid phase to help sustain turbulence. This particle work is attributed to both the translational velocity fluctuation and rotation of the particles. Compared to the single-phase case, the TKE transport in the wall-normal direction in particle-laden cases is reduced in the buffer region and a section of viscous sublayer ($2 \leq y^+ \leq 5$), but enhanced in the rest of viscous sublayer ($y^+ \leq 2$ and $5 \leq y^+ \leq 10$). The viscous dissipation rate of TKE is enhanced everywhere in the case of the small freely-rotating particles, but it is enhanced in the viscous sublayer in the other three particle-laden cases. The dissipation rate must balance with the rate of TKE input and rate of TKE transported from elsewhere, and as such it is not necessarily always enhanced by the presence of particles.

(ii) For the streamwise TKE, particles affect the rate of TKE input and TKE transport...
similarly as the total TKE. In addition, particles also create larger inter-component transfer rate of TKE from streamwise velocity component to the other two components. This strengthened inter-component transfer of TKE is due to the more isotropic flow structure around the spherical particles, as well as the particle rotation. The above modulations of the TKE input and the TKE inter-component transfer together explain the reduced streamwise TKE in the buffer region. The dissipation rate of streamwise TKE is enhanced in the viscous sublayer while it is reduced in the buffer region by the particles.

(iii) The enhanced wall-normal TKE in the viscous sublayer and the buffer region in the particle-laden cases mainly reflects two aspects. First, particles directly do work to sustain the wall-normal velocity fluctuations. Unlike the particle work for the streamwise TKE that results from both particle translational velocity fluctuations and particle rotation, the particle work for the wall-normal TKE is almost fully due to the particle rotation. Second, the presence of particles results in a larger inter-component transfer of TKE from the streamwise component in the buffer region. Then an enhanced pressure fluctuation mainly invoked by particle rotation helps transporting this TKE to the viscous sublayer, and finally transferred back to streamwise velocity component when the transported TKE arrives at the channel wall. The dissipation rate of the wall-normal TKE is enhanced everywhere in all particle-laden cases.

(iv) Finally, for the spanwise TKE, the additional TKE source due to particle work is very weak, unlike that for the streamwise and wall-normal TKE. This indicates that the particle work is mainly due to the streamwise translational velocity fluctuations and the spanwise rotation of particles. The enhanced spanwise TKE in the viscous sublayer and buffer region due to the particles is attributed to the strengthened TKE transfer from the other two velocity components. Overall the rates of spanwise TKE transport and dissipation are also enhanced by the presence of particles.

The results from the above budget analysis provide insights in understanding the complexities of turbulence modulation by the particles. However, it must be made clear that the modulation of each mechanism in the budget equations may not be mapped directly to the modulation of the overall turbulent intensity. The budget analysis is based on the statistically stationary assumption of the particle-laden flow, and as such it is also inadequate to draw a conclusion on how particles affect the turbulent intensity from the statistical equilibrium of the unladen flow to the equilibrium of the particle-laden flow. A time-dependent budget analysis of such transient flow between the two equilibrium states could be the subject of future work.
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