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Abstract In this paper, turbulent pipe flows laden with finite-size particles are investigated, using the direct
numerical simulations based on the lattice Boltzmann method. Our focus is on the modulation of turbulence
statistics in the pipe due to the presence of finite-size neutrally buoyant particles, and the question if the
characteristics ofmodulation differ from those in a turbulent channel flow under comparable system parameters
in order to reveal the effect of curved walls in the pipe. The mechanisms responsible for modulations of the
turbulent intensity in the pipe flow are clarified through a quantitative budget analysis of the turbulent kinetic
energy.

1 Introduction

Mutual interactions between the suspended particles or droplets and the carrier fluid turbulence in a turbulent
particle-laden flow represent a fundamental topic in multiphase flow, and the characteristics and consequences
of such interactions are of great importance to many applications in engineering and natural processes. How-
ever, the current understanding of turbulence modulation by dispersed particles remains very limited and
incomplete [1]. Previous experimental and numerical investigations revealed that there exist several compet-
ing mechanisms for dispersed particles to augment or suppress fluid turbulence. It seems unreasonable to
expect a simple formulation for the net effect, given the many controlling parameters of particle-laden flow
systems.

Systematic investigation of turbulence modulation by particles can be traced back to 1980s. Gore and
Crowe summarized the earlier experimental observations on jet and pipe flows, and they concluded that
particles with diameters dp greater than about 10% of the integral length scale le tend to augment turbulence,
while smaller particles have an opposite effect [2,3]. Here le ≡ u′3/ε, u′ is the root-mean-square fluctuation
velocity, ε is the viscous dissipation rate. Kulick et al. [4] conducted experiments in a fully developed turbulent
flow in a vertical channel with glass and copper beads smaller than the Kolmogorov scale and found that
turbulence is attenuated, with the level of attenuation increasing with increasing particle Stokes number St
(St = τp/τK , where τp is the particle response time τp = ρpd2p/(18ρfν), ρp, ρf are the particle and fluid
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density, respectively, ν is the fluid kinematic viscosity, and τK is the Kolmogorov time scale (ν/ε)(1/2))
and mass loading. Paris later extended Kulick et al.’s work by bringing the particle Reynolds number into
the investigation [5]. Here the particle Reynolds number was defined as Rep = dpUT/ν, where UT is the
terminal settling velocity of the particle in a quiescent fluid. Particles with larger Rep were reported to result
in more significant attenuation of turbulence. Kussin and Sommerfeld measured the modulations of turbulent
intensity in a fully developed turbulent flow in a horizontal channel [6].While the turbulent attenuation induced
by particles with sizes smaller than Kolmogorov scale was again confirmed, the maximum attenuation was
observed in the streamwise direction, in contrast to the transverse direction reported by Kulick et al. This
difference is likely resulted from the different experimental settings on the direction in which the gravity is
aligned, relative to the mean flow direction. Kussin and Sommerfeld also studied the effect of wall roughness
on turbulence modulation by particles [6]. Larger wall roughness was found to result in stronger attenuation
on turbulence. This observation indicates that the turbulence modulation not only depends on the properties
of the dispersed phase, but the carrier turbulent flow as well. In light of these later observations, Tanaka and
Eaton [7] proposed a new non-dimensional parameter, particle momentum number Pa, to qualify the sign of
turbulent modulations with a more comprehensive consideration of the roles played by the particle Stokes
number St , particle size and the flow Reynolds number. Tanaka and Eaton compiled 80 sample points from
earlier experimental measurements and concluded that turbulence augmentation happened with either very
large Pa (Pa > 105) or very small Pa (Pa < 103), where Pa = StRe2L

( η
L

)3, ReL = UL/ν is the characteristic
flow Reynolds number, L and U are the characteristic length and the velocity of the flow, respectively, while
turbulence attenuation occurred for 103 < Pa < 105. Although this analysis provides empirical guidance for
engineering practices, it is still hard to make physical connections between Pa and the mechanisms responsible
for modulation of turbulent kinetic energy. It is also vague why the dependence of turbulence modulation on
Pa is not monotonic. Later, Bellani et al. [8] experimentally investigated the effects of particle shapes on the
turbulence modulation in a homogeneous isotropic turbulence. They found that spherical particles attenuated
the turbulent intensity five times larger than the attenuation brought by ellipsoidal particles, suggesting that
turbulence modulation is more complex and deserves further investigation.

At the current stage, the knowledge gap in turbulence modulation mainly concerns the size of the dispersed
particles. When the size is comparable or larger than the Kolmogorov length of the carrier turbulent flow, the
discontinuity anddistortion inducedby thedispersedphase at thefluid–solid interfacesmust be fully considered,
implying that the disturbed flow around each particle should be adequately resolved in a turbulent particle-laden
flow[9].Althoughconducting sub-Kolmogorov scalemeasurements inside theboundary layers aroundparticles
is possible (although still difficult) [10], experimental investigations still suffer from difficulties to extract full
data to form a complete picture of turbulence modulation. So far, experiments serve more in providing global
or average turbulence statistics to be used as benchmark results for numerical simulations. On the contrary,
numerical simulations, particularly the direct numerical simulations (DNS), provide essentially every detail
in a particle-fluid two-phase system, thus being a powerful tool for the investigation of various turbulence
modulation mechanisms. The key aspect in the numerical simulation is to apply the no-slip condition on each
particle surface, a necessary condition for achieving reliable conclusions on the turbulence modulation [11].

DNS capable of resolving the no-slip condition on the particle surfaces are referred as the interface-
resolved DNS (IRDNS), a tool that has been rapidly developed in recent years, for decaying homogeneous
isotropic turbulent flows [12,13], forced homogeneous isotropic turbulent flows [14,15], and turbulent channel
flows [16,17] ladenwithmany finite-size particles. In IRDNS,multiple numerical methods are used to simulate
the fluid turbulence and to treat the fluid–solid interfaces, as discussed in a recent review by Maxey [18].
Based on the mesh type used in the simulations, the methods of IRDNS can be roughly classified into two
categories. The first category uses body-fit meshes that are attached to particle surfaces, including the arbitrary
Lagrangian-Eulerian method [19] and the overset mesh simulations[20,21]. Though considered to be highly
accurate, these methods are constrained by their massive computational cost in the mesh regeneration process;
thus, they have only been applied to systems with a relatively few particles. For systems involving a large
number of moving particles, the second category of methods based on fixed Eulerian grids is much more
efficient computationally. Prosperetti and his colleagues developed PHYSALIS, a sharp interface treatment,
which is a hybrid method combining the analytic solutions of Stokes flows near the particle surfaces and the
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regular N-S solver elsewhere [22,23]. The basic idea of PHYSALIS is to expand the flow in a thin shell around
the particle based on the Stokes flow solution and match the coefficients of the expanding series with the
numerical solutions coming from outside. PHYSALIS has been applied in [24] for a homogeneous isotropic
turbulence passing a single static particle and an array of static particles, and in [22] for a weakly decaying
homogeneous isotropic turbulence laden with 100 solid particles. The immersed boundary methods (IBM)
are so far the most popular method being used for IRDNS [17,25]. IBM converts the representation of the
actual particle surfaces into an external force applied to the surrounding fluid nodes that enforces the no-slip
constraint [26,27]. A regularized-δ function is used to interpolate the velocity on the particle surface from
the grid point and the local boundary-induced body force back to the fluid nodes. Extra Lagrangian grids
are typically attached to each particle for better representation of particle surfaces. Another method sharing
the idea of converting the no-slip boundary as a body force is known as the fictitious domain (FD) methods,
where the body force is applied in the region occupied by particles to enforce rigid-body rotation [28,29].
The applications of FD methods have been realized in a few IRDNS such as particle-laden turbulent channel
flow [16] and turbulent pipe flow [30].

Besides the above studies where conventional methods are used to solve the N-S equations, the lattice
Boltzmann method (LBM) also contributed to a few IRDNS in the recent years, e.g., in homogeneous isotropic
turbulence [13,14,31], and turbulent channel flows [32,33]. LBM solves mesoscopic gas kinetic equation
whosemoments can bemade to be equivalent to themacroscopic N-S equations in the incompressible limit [34,
35]. At the level of the Boltzmann equation, the no-slip condition can be realized either mesoscopically or
macroscopically. For example, the incorporation of IBM into LBM led to IRDNS of particle-laden flows in a
forced homogeneous isotropic turbulence [14], and a fully developed channel turbulence [33]. Alternatively, the
non-slip condition in LBM can also be directly realized through local interpolated bounce-back schemes [36,
37]. IRDNS in turbulent flows based on the latter can be found in our previous studies [13,31,32]. Treating the
fluid–solid interfaces by IBMmay be viewed as a smoothed interfacemethod, and by interpolated bounce-back
then a sharp interface method which tends to be more accurate while prone to numerical instability.

In this study, we extend our previous studies of IRDNS in a turbulent channel flow to a turbulent pipe
flow. The former flow has been simulated a few times previously [16,17,32,33], but IRDNS of the latter flow
has only been reported once in [30]. When particles are absent, a significant distinction exists between the
mean velocity profiles of the two flows, while the log-law is well established in the turbulent channel flow
with a relatively low Reynolds number, the same profile is not observed in the turbulent pipe flow even with
a much higher flow Reynolds number [38–40]. This is related to the wall curvature in the latter case, and the
effect of this difference on the nature of turbulence modulation has not been elucidated. By contrasting the
simulation results of particle-laden turbulent channel flows to those in particle-laden turbulent pipe flows, the
current study is aimed at addressing this specific aspect. Another objective of the present study is to analyze
the turbulence modulation mechanisms in the particle-laden turbulent pipe flow. This analysis will shed insight
into the earlier experimental observations [2].

The rest of the paper is outlined as follows. In Sect. 2, the physical problem investigated in the present
work and the simulation set-up are summarized. The lattice Boltzmannmethod, with implementation details on
handling the no-slip fixed andmovingboundaries and short-range particle–particle andparticle–wall interaction
forces are provided. In Sect. 3, the flow statistics obtained from the current simulations are presented, and
compared with those generated in particle-laden turbulent channel flows with comparable settings. A budget
analysis of the modified turbulent kinetic energy in the particle-laden turbulent pipe flow is also provided to
identify the physical mechanisms responsible for turbulence modifications. Finally, a summary is provided in
Sect. 4.

2 Problem statement and the simulation method

2.1 Statement of the physical problem and resolution requirement

We consider the classical turbulent flows in a circular pipe. As shown in Fig. 1, the carrier flow in a circular
pipe with a radius R and a length L is driven by a constant body force g (per unit mass). r , θ and z represent the
radial, azimuthal and streamwise coordinates, respectively. At the fully developed (or statistically stationary)
state, and since spherical solid particles can only make a point contact, the balance between the total driving
force and the viscous wall drag is established as 2πRL〈τw〉 = πR2Lρfg, which leads to the expression of the
averaged wall shear stress 〈τw〉 and the friction velocity uτ as
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Fig. 1 Diagrams of a particle-laden pipe flow simulation

Table 1 Key physical parameters used in the simulations. Parameters from the second to the last column are: computational
domain size, pipe radius (half channel width), friction velocity, friction Reynolds number, grid resolution, particle size, particle
amount, total particle volume fraction, particle/fluid density ratio

Case # Nx × Ny × Nz R L/R Reτ δx/yτ d+
p Np Φp ρp/ρf

p0 300 × 300 × 1799 148.5 12.11 180 1.212 (–) (–) (–) (–)
p1 300 × 300 × 1799 148.5 12.11 180 1.212 29.09 861 5% 1.0
p2 300 × 300 × 1799 148.5 12.11 180 1.212 14.54 6887 5% 1.0

Case # Nx × Ny × Nz H L/H Reτ δx/yτ d+
p Np Φp ρp/ρf

c0 1800 × 299 × 600 149.5 12.04 180 1.204 (–) (–) (–) (–)
c1 1800 × 299 × 600 149.5 12.04 180 1.204 28.90 2231 5% 1.0
c2 1800 × 299 × 600 149.5 12.04 180 1.204 14.45 17845 5% 1.0

〈τw〉 = 1

2
ρfgR, uτ =

√
〈τw〉
ρf

=
√
gR

2
. (1)

The friction Reynolds number Reτ = uτ R/ν is fixed at 180. The inlet and outlet of the pipe are assumed to
be periodic. The no-slip boundary condition is applied to the pipe wall and particle surfaces. In this paper,
we examine one single-phase flow case (Case p0) and two particle-laden flow cases (Case p1 and Case p2)
with different particle sizes. In all three cases, we keep the driving force g and viscosity ν identical. There
are several considerations when defining the domain size. First, the grid resolution in the radial direction
needs to be sufficient to resolve all the length scales in the flow. For Reτ = 180, published DNS datasets in
a turbulent channel flow [41,42] have revealed that the local Kolmogorov scale near wall is about η+ ≈ 1.5,
where superscript + in the present study always means normalized by wall unit yτ ≡ ν/uτ . To resolve
this smallest length scale, we choose R = 148.5δx , where δx is the spatial spacing of a lattice grid which
corresponds to δ+

x = 1.212. Second, the pipe length should be long enough in order to eliminate the effects of
periodicity in the streamwise direction. Here, for all three cases, we choose L ≈ 12.11R, which, according to
the study of Ref. [43], is sufficient to retain length-independent turbulent statistics in most flow regimes. At
last, particles should occupy enough grid spacings such that the boundary layers around particles are resolved.
The boundary layer thickness around a particle roughly obeys δ ∼ dp/

√
Rep [44], where dp is the particle

diameter and Rep = ‖Δu‖dp/ν is the particle Reynolds number defined based on the mean flow velocity
difference ‖Δu‖ between solid and fluid phases. In our simulation, since the particles move freely with the
bulk stream, Rep is typically small except near the pipe wall. Thus, for the two particle-laden cases, we choose
dp = 12δx , 24δx >

√
Repδx , respectively. Combining all these considerations, the key parameters in the three

cases are summarized in Table 1.
In order to assess the effects of the curved pipe wall on the flowmodulation due to the presence of particles,

three corresponding turbulent channel flow cases, i.e., one single-phase (Case c0) and two particle-laden flow
cases (Case c1 and c2) with different particle sizes are also simulated to serve as baselines to assess the results
obtained in the turbulent pipe flow simulations. For fair comparisons, the parameters in the three channel flow
cases are chosen to be comparable to their counterparts in three pipe flow cases, as shown in Table. 1. In
particular, the spanwise length of the channel is chosen as Lz = 4H , where H = 149.5δx is the half channel
width. This setting allows the channel flow to have comparable spanwise distance as in the pipe flow, in terms
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of area-weighted average spanwise length, namely, Lspan = 1
πR2

∫ R
0 (2πr) × (2πrdr) = 4πR/3 ≈ 4R. At

stationary, the driving force and viscous drag are balanced as 2ρfgHLx Lz = 2Lx Lz〈τw〉. Again, we fix the
driving force g in the three channel flow cases.

2.2 The lattice Boltzmann method

The lattice Boltzmann method (LBM) is used for our fluid flow simulation. A typical LBM is based on a
cubic grid system in a Cartesian coordinate system. To obtain a better isotropy for the flow in a cylindrical
coordinate system [45,46] and a better numerical stability [47], we choose LBM based on the D3Q27 lattice
grid. In contrast to the conventional computational fluid dynamics (CFD) methods, LBM solves the evolution
of mesoscopic particle distribution functions as

f (x + eiδt , t + δt ) − f (x, t) = −M−1S
[
m (x, t) − m(eq) (x, t)

]
+ M−1Ψ, (2)

where f is the distribution function vector, t and x are the time and spatial location, respectively. ei is the lattice
velocity in i th direction. For a D3Q27 lattice grid, there are 27 lattice velocities labeled from 0 to 26. δt is the
time step size. The right-hand side (RHS) of Eq. (2) is known as collision operator. Here we choose the multi-
relaxation-time (MRT) model due to its greater flexibility and better numerical stability [47–49]. The collision
in theMRTmodel is handled in the moment space (or hydrodynamic space). For the D3Q27 lattice, we define a
moment vectorm with 27 independent elements based on a linear transformation of the distribution functions
as m = Mf , f = M−1m, where M is a 27 × 27 transformation matrix, and m(eq) being the equilibrium
moments vector. S is a diagonal matrix contains relaxation parameters, whose entries can be optimized to
enhance the numerical stability. The last term on the RHS,M−1Ψ represents the effect of external body force
in LBM, where Ψ is the mesoscopic forcing vector in the moment space, which is discussed in detail in [47].
Typically, LBM based on the standard collision-propagation algorithm has second-order accuracy in velocity
and first-order accuracy in pressure [50]. Compared with the second-order finite-difference discretization of
the Navier–Stokes equations, LBM usually has better accuracy since the propagation of distribution function
is exact and it introduces no artificial diffusion to the simulation [51].

2.3 The treatment of no-slip boundary condition in LBM

The no-slip boundary condition on a solid surface in LBM can be treated in two alternative manners. The
first is the immersed boundary method (IBM) that converts a no-slip boundary to a distribution of local
body force [52,53]. In the past, many particle-laden flow simulations based on LBM were reported with this
type of treatments [14,33]. On the other hand, in LBM, the second method to realize the no-slip boundary
condition is the bounce-back scheme, which is more intrinsic to the zero lattice particle momentum relative
to the surface [36,54–56]. In the bounce-back schemes, the unknown distribution functions at the boundary
nodes are directly constructed such that the no-slip velocity constraint at those node points is satisfied. Since
the number of unknown distribution functions is usually larger than that of hydrodynamic constraints, the
bounce-back schemes are usually not unique. On straight and static surfaces, for example, on the channel
walls, the mid-link bounce-back [36] can be naturally applied with the conversed second-order accuracy. On
the other hand, interpolation bounce-back schemes are required to ensure a second-order or higher accuracy
on curved surfaces [54,55]. Unlike the immersed boundary method that involves a local regularization, i.e.,
local interpolation of velocity and pseudo-body force between Lagrangian and Euler grids, the bounce-back
schemes that are being processed linkwise introduce less numerical diffusion to the system, thus lead to more
accurate results [57,58]. However, due to the lack of numerical diffusion, LBM simulations incorporating the
bounce-back scheme is prone to numerical instability.

In the simulations presented in this paper, the no-slip boundary condition on the curved pipe surface and
the particle surfaces are handled by the linear interpolated bounce-back scheme in [55] and the quadratic
interpolated bounce-back scheme in [54], respectively. The principle to choose those schemes is to first satisfy
the numerical stability, then to strive for a higher accuracy. In the past, the robustness of those two schemeswere
validated in a single-phase turbulent pipe flow simulation [47], and a number of particle-laden turbulent flow
simulations [13,31,32]. However, to maintain desired second-order accuracy, both schemes require at least
two grid points on the fluid side to proceed the interpolation. In the scenario where the number of grid points
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is not sufficient to implement the above interpolation, e.g., when two solid bodies are too close to each other,
the amendment is to use the single-node second-order bounce-back scheme recently proposed by [56]. This
scheme only uses the distribution functions on the boundary node itself, but still preserves the second-order
accuracy in boundary treatment.

When the bounce-back schemes are adopted for the no-slip boundary treatment, the most natural way
to evaluate the hydrodynamic forces and torques acting on the particles is the momentum exchange method
(MEM), which obtains the hydrodynamic forces and torques by summing up themomentum/moment exchange
between the solid and fluid phases in each time step [36,59,60]. To ensure Galilean invariance in the hydrody-
namic force evaluation, the Galilean invariance momentum exchange method (GIMEM) proposed in [60] is
adopted. This scheme was validated in a number of particulate flow simulations [61,62]. Unlike the fictitious
domain methods (e.g., immersed boundary methods, immersed bodymethods) where the whole computational
domain is filled with fluid [18], in the present simulations the volume occupied by the particles is excluded from
the flow evolution and there is no fluid information on the corresponding grid nodes. When a particle moves
to a new location, the information must be initialized on the nodes uncovered by the particle. This process
is known as refilling. Considering the numerical efficiency, the refilling scheme proposed in [63] is adopted.
Further details about the schemes for boundary treatment, hydrodynamic force evaluation and refilling process
can be found in the original literature cited above.

2.4 Particle–particle and particle–wall interaction

In the simulations, when two particles are very close or in physical contact, the interaction force between the
two particles are no longer resolved. The same statement applies to the situation involving a particle and the
pipe wall. Models representing the short-range hydrodynamic interaction, a.k.a., the lubrication force, and the
collision detection algorithms should be included to restore the correct interaction forces in these situations.
For the short-range hydrodynamic interaction, we choose the lubrication force correction in [64], which reads

Flub
i j = −6πμfrpun [λ (ε) − λ (ε0)] , (3)

where Flub
i j is the lubrication force between the i th particle and the j th particle. μf is the dynamic viscosity

of the fluid, un is the longitudinal relative velocity between the centers of the two particles, rp is the particle
radius, and λ is a function of normalized gap distance ε = δ/rp. ε0 is the threshold distance below which the
lubrication correction is turned on. For particle–particle interaction, λ is defined as

λ (ε) = 1

2ε
− 9

20
ln ε − 3

56
ε ln ε + 1.346, (4)

while for particle–wall interaction, we use

λ (ε) = 1

ε
− 1

5
ln ε − 1

21
ε ln ε + 0.848. (5)

In our particle-laden turbulent pipe flow simulations, the threshold distances ε0 for particle–particle and
particle–wall interaction are set to 0.125 and 0.15, respectively. Note that although Eq. (5) is derived for
the interaction between a spherical particle and a flat wall, it is still adopted for particle-curved pipe wall
collision in the present simulations since the curvature of the pipe wall is much smaller than the particles. In
order to avoid the singularity when ε approaches to 0, Eq. (3) is applied piecewisely as suggested in [64]. The
physical contact collision between two solid objects are handled with the soft-sphere collision (SSC) model
developed in [64]. Such model simplifies the interaction between two colliding objects as a spring-dashpot
force, which reads

Fssc
i j = (−knδ − βnun) ni j , (6)

where

kn = me
[
π2 + (ln ed)2

]

(Ncδt )
2 , βn = −2me (ln ed)

Ncδt
, (7)

are the stiffness of the spring and the damping coefficient of the dashpot. ed is the dry collision coefficient of
restitution. In our simulation, the collisions are assumed nearly elastic, thus ed is set as 0.97. Ncδt is the collision
period (δt is the time step size). Physically, Nc should be set as small as possible since contact collisions happen
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almost instantaneously. However, Nc is suggested to be no less than 8 to fully resolve a collision process [64].
We have tested different values of Nc in both particle–particle and particle–wall dry collisions. In general, a
larger Nc results in actual coefficients of restitution closer to the targeted value but represents a softer spring
that may lead to unphysical overlapping between two solid objects. We set Nc = 12 in our simulations. To
better resolve the collision process, a refined particle integration time step size dt = 0.1δt is applied to update
the particle motion with the neighboring fluid flow unchanged within δt .

After the forces and torques (including both resolved hydrodynamic forces and the modeled particle–
particle (wall) interaction forces) are obtained, the translational velocity V, positions Y, angular velocity Ω
and displacement Θ of the i th particle are updated as

Vt+dt
i = Vt

i + 1

Mp

⎡

⎣Ft+δt/2
i + Ft−δt/2

i

2
+

∑

j

(
Flub
i j + Fssc

i j

)t
⎤

⎦ dt, (8a)

Yt+dt
i = Yt + 1

2

(
Vt
i + Vt+dt

i

)
dt, (8b)

Ω t+dt
i = Ω t

i + 1

Ip

[
Tt+δt/2
i + Tt−δt/2

i

2

]

dt, (8c)

Θ t+dt
i = Θ t + 1

2

(
Ω t

i + Ω t+dt
i

)
dt, (8d)

with distinct particle time step size dt and fluid time step size δt .

2.5 Validation: single-phase turbulent channel and pipe flows

We have performed a series of validation tests for the numerical method and its implementation details, which
can be found in [65]. For the sake of conciseness, we briefly show the comparisons of some turbulence statistics
between our LBM simulations with the established databases for the single-phase turbulent channel (Case c0)
and pipe (Case p0) flows. The statistics of mean velocity profiles, Reynolds stress profiles and the root-mean
square (r.m.s.) velocity profiles of different components are shown in Figs. 2, 3, and 4, respectively. These
statistics are averaged over the two homogeneous directions, i.e., the streamwise and the azimuthal (spanwise)
directions, and also over different time frames covering 30 to 50 large eddy turnover times, after the flow
reaches the stationary state. Therefore, they are presented as functions of only the wall-normal locations. For
the turbulent channel flow, the results from the pseudo-spectral simulation of Kim et al. [41] are used as
references, while for the turbulent pipe flow, the benchmark results are extracted from the spectral simulations
of Loulou et al. [39], Chin et al. [43], and El Khoury et al. [66] as well as the finite-difference simulation of
Wagner et al. [67]. In all cases, our results match well the simulation data from other methods.

3 Results and discussion

In this section, we focus on analyzing the turbulent statistics for both fluid and particulate phases. By default,
the average is restricted to a specific phase, i.e., the volume occupied by the other phase is excluded in obtaining
the statistics,

in a channel: 〈Q〉 = 1

ΔT

∫ t+ΔT

t

∫ Lx
0

∫ Lz
0 Qχdxdz

∫ Lx
0

∫ Lz
0 χdxdz

dt,

in a pipe: 〈Q〉 = 1

ΔT

∫ t+ΔT

t

∫ Lz
0

∫ 2π
0 Qχrdzdθ

∫ Lz
0

∫ 2π
0 χrdzdθ

dt,

(9)

where Q is any quantity of concern, χ is the phase indicator, which is equal to 1 in the respective phase (fluid or
solid) and 0 in the other phase (solid or phase). Since the LBM simulations are conducted on a Cartesian grid,
the results must be transferred to cylindrical coordinates first before averaging. The binning strategy used in
the present simulations is similar to the one introduced in [47]. However, to better quantify the results near the
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(b)(a)

Fig. 2 Mean velocity profiles of: a a single-phase turbulent channel flow, b a single-phase turbulent pipe flow

(b)(a)

Fig. 3 Reynolds stress profiles of: a a single-phase turbulent channel flow, b a single-phase turbulent pipe flow

pipe wall, a finer bin size with a width of dr+ = 0.9 is applied to the region δ+ = (R − r)+ ≤ 36, compared
to a coarse bin size dr+ = 1.8 otherwise. This setting leads to a total number of 120 bins, i.e., 40 fine bins
near the pipe wall and 80 coarse bins farther away.

The bulk flow velocity over the whole domain

Ub = 1

ΔT

∫ t+ΔT

t

(∫ ∫ ∫
V uχdV

∫ ∫ ∫
V χdV

)
dτ, (10)

where χ is 1 in the fluid volume and 0 in solid volume, in each simulation is compiled in Table. 2. The presence
of particles reduces the overall flow speed in all particle-laden cases. In both channel and pipe flows, large
particles result in larger flow velocity reduction than small particles. Particles in a turbulent pipe flow modify
the flow speed more than their counterparts in a turbulent channel flow. With the same particle volume fraction
(5%), the bulk flow velocity in a turbulent pipe flow is reduced by 8.2% and 6.7% by large and small particles,
respectively. In a turbulent channel flow, the corresponding values are 6.1% and 2.8%.

As shown by the negative slopes in the profiles of mean velocity difference (Fig. 5c), the reduction of the
bulk flow velocity in the presence of particles is mainly due to the smaller velocity gradients in the particle-
laden flows within the buffer region (8 ≤ y+(δ+) ≤ 30).While the velocity of the fluid phase increases rapidly
with the increasing distance from the wall in the buffer region, the velocity of the particulate phase increases
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(b)(a)

Fig. 4 R.m.s. velocity profiles of: a a single-phase turbulent channel flow, b a single-phase turbulent pipe flow

Table 2 The bulk flow speed in turbulent channel and pipe flows

Case # c0 Kim et al. [41] c1 c2 p0 Loulou et al. [39] p1 p2

U+
b 15.73 15.63 14.77 15.28 14.74 14.77 13.56 13.78

less rapidly, as shown in Fig. 6. This is because in the volume occupied by particles, the mean velocity gradient
is twice of the mean angular velocity of the particle rotation, which is small due to the spatial correlation inside
a particle. Due to the no-slip constraint, the fluid in the ambient region of particles also tend to have smaller
local average velocity gradient, which impact the rate of change of fluid velocity. Due to the curvature of the
circular pipe, the relative volume taken by the buffer region in a pipe is larger than that in a plane channel
flow. Therefore, the overall velocity reduction in the pipe flow is relatively more significant. Compared to
small particles, large particles spread their negative impact on the mean velocity gradient over a large range of
wall-normal locations. As indicated by the ranges of negative slopes in Fig. 5c, which extend to y+(δ+) ≈ 30
in the large-particle cases but end at y+(δ+) ≈ 20 in the small-particle cases. Therefore, the bulk flow velocity
is reduced more in the large particle cases than the corresponding small particle cases.

Since particles can have slip motion on the channel and pipe walls (Fig. 5d), the near wall fluid are expected
to be accelerated by the particle motion. However, the only significant acceleration occurs in the small particle
case in a turbulent channel flow.Although large particles have greater slip velocity than small particles (Fig. 5d),
the acceleration is more obvious when small particles are present. This is probably because large-particle cases
have a smaller local volume fraction (Fig. 10), and an even smaller local particle surface area than the small-
article cases in the near wall region to accelerate the flow there. For the same particle size and volume fraction,
the accelerations in a turbulent pipe flow are smaller than those in a turbulent channel flow, even though the
slip velocities of particles are comparable in the flows (Fig. 5d). This difference contributes partially to the
smaller flow speed reduction in the former.

When particles are present, the slopes of the mean velocity profiles in the log-law region become larger
than the unladen cases. This observation was also reported in [17,33] in particle-laden turbulent channel flow
simulations. The mean velocity profiles in the range of 40 ≤ y+(δ+) ≤ 140 in each particle-laden case can
still be described by logarithmic functions with modified coefficients as presented in Fig. 7. Interestingly, the
two cases in a turbulent channel flow have very similar slopes, so do the two cases in the turbulent pipe flow.
The particle size seems to have no significant impact on the slope of velocity profile in the logarithmic region.
Picano et al. [17] and Eshghinejadfard et al. [33] conducted particle-laden turbulent channel flow simulations
with varying particle volume fractions, their results suggested the particle volume fraction had a more evident
effect on the slopes, that a larger mean particle volume fraction leads to a larger slope.

An interesting question to ask is that, whether the mean velocity profiles shown in Fig. 7 can be fitted to
a universal log-law under certain rescaling. Luchini argues that a universal log-law exists between the single-
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(d)

(b)(a)

(c)

Fig. 5 Profiles of a the mean fluid velocity, normalized by the wall unit, b the mean fluid velocity, normalized by the bulk flow
velocity, c the mean fluid velocity difference relative to the respective single-phase flow case, d the mean particle velocity. Note
that z is the streamwise direction in the pipe flow cases, while x is the streamwise direction in the channel flow cases
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Fig. 6 Profiles of mean velocity gradients in the single-phase and particle-laden pipe flow simulations
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(b)(a)

Fig. 7 Mean velocity profiles fitted with modified log-laws: a pipe flow cases, b channel flow cases

phase channel and pipe flows as the geometry effect can be absorbed as a linear correction term of the driving
pressure gradient [68]. The driving pressure gradient is not an independent parameter of the wall shear stress
according to the global force balance, thus it did not appear in the previous derivation of the log-law. However,
inside the logarithmic region, the driving pressure gradient and the wall shear stress are somehow separated.
This is because locally the fluid does not strongly feel the wall stress, as the logarithmic region is far away
from the wall, but it is still driven by the same mean pressure gradient. The log-law proposed by Luchini can
be written as

u+ = 1

κ
ln y+ + γG

Reτ

y+ + B, (11)

where G = −Hρfg/〈τw〉 is the geometry parameter, which takes G = 1 in a plane channel and G = 2 in a
circular pipe flow. By fitting in the DNS datasets of Reτ = 1000, Luchini reported Eq. (11) with κ = 0.392,
γ = 1 and B = 4.48 was able to describe the mean velocity profiles of plane channel, circular pipe and
turbulent boundary layer flows at the same time. To examine whether this theory can be extended to particle-
laden flows, we use the mean velocity data in our pipe flow simulations to obtain the values of κ , γ and B, and
then examine whether the velocity profiles of the corresponding channel flow simulations can fit in. The data
points within the range of 40 ≤ u+ ≤ 100 are used. For the single-phase, large-particle, and small-particle
cases, our DNS data yield (κ, γ, B) = (0.420, 0.666, 6.199), (0.330, 0.532, 2.394), (0.354, 0.659, 3.423).
The velocity profiles of the six simulations subtracting each’s second term in Eq. (11) are shown in Fig. 8.
While the corresponding velocity profiles of the channel and pipe flow do show certain levels of similarity
under Luchini’s log-law, obvious differences are still observed. This might be because the Reynolds number in
the present simulations is too small for the inner and outer regions of a wall-bounded turbulent flow to separate.
In fact, as shown in [68], the universal log-law starts to be valid at y+ ≈ 200, which is already larger than
the normalized half channel width or pipe radius in the present simulations. For small Reτ , contributions from
higher-order expansions in 1/Reτ may be significant, making the universal log-law less applicable. Another
practical issue to contrast our simulation results against Eq. (11) is the limited data points in the logarithmic-law
range used to determine the values of κ , γ , and B. In our simulations, since the Reτ is low, the range of the
wall-normal locations within the logarithmic-law range is narrow. This makes the values of the κ , γ , and B
sensitive to the data points used for curve fitting.

Another effort to formulate a universal log-law was made by Costa et al. [69]. Unlike the effort of Luchini
trying to unify the log-law in different single-phase wall-bounded turbulent flows, Costa et al. tried to propose
a log-law that is applicable for both single-phase and particle-laden turbulent channel flow. Costa et al.’s idea
comes from the observation that particles have a local high concentration near the wall. When the particle
volume fraction is high enough, such local concentration may lead to a particle layer that separate the direct
interactions between the flow on its two sides. For the flow outside (closer to the channel center than the particle
layer), the particle layer acts as a virtual wall. Costa et al. argue that the log-law in the single-phase turbulent
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Fig. 8 Profiles of mean velocity fitted to the universal log-law of Luchini [68]

Fig. 9 Profiles of mean velocity fitted to the universal log-law of Costa et al. [69]

channel flow may be able to apply to this outer region with a redefined effective viscosity results from the
particle suspension. In summary, the universal log-law proposed by Costa et al. can be written as

〈u〉
u∗

τ

= 1

κ
ln

y − δpw

y∗
τ

, (12)

where u∗
τ = uτ

√
(H − δpw)/H is the effective friction velocity in the particle-laden flows, κ is the vonKarman

constant in single-phase turbulent channel flow. δpw = 1.5dp
(
φp/0.6

)1/3 is the location of the virtual wall,
y∗
τ = νe/u∗

τ is the effective wall unit calculated by the effective viscosity νe = (1+ (5/4)φp/(1− φp/0.6))2ν
in the homogeneous suspension region. The mean velocity profiles in our particle-laden simulations rescaled
by Eq. (12) are shown in Fig. 9. Under this rescaling, the slopes (1/κ) of the profiles in the log-law region
in the particle-laden cases do become closer to the slopes in their corresponding single-phase cases, but the
values of constant B are different from once case to another. In Costa et al.’s theory, the constant B remains the
same in both single-phase and particle-laden flows. This difference is probably because the particle volume
fraction in our simulations is not large enough (although Costa et al. did include the simulation of Picano et
al. [17] with a same particle volume fraction 5% in their study to validate their theory). The log-law of Costa
et al. is based on the assumption that particles are able to form a layer that separates the flow into distinct two
parts. Whether this assumption is applicable in our simulations is questionable. Although particles do have
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Fig. 10 Profiles of particle volume fraction in the particle-laden turbulent channel and pipe flows

a local concentration near the wall (see Fig. 10), this concentration does not lead to a local particle volume
fraction significantly higher than the bulk particle volume fraction (it is also true in Costa et al.’s simulations),
thus whether the particles will form a layer is not certain. Intuitively, with the same particle volume fraction,
the smaller size particles have a large possibility to form a particle layer due to their larger total surface area
than the larger size particles. This effect of particle size is not considered in Eq. (12). In Eq. (12), only δpw
depends on the particle size, but δpw only measures the location of the particle layer, not the possibility of the
formation of the particle layer.

Finally, when normalized by the bulk flow velocity in each case (see Fig. 2b), we observe a quite similar
effect induced by particles on the mean velocity profiles. Compared to their counterparts in the unladen cases,
the mean velocity profiles in the particle-laden cases become more convex, with smaller values in the buffer
region and larger values near the channel center.

The profiles of particle volume fraction normalized by the field-mean volume fraction in each case are
presented in Fig. 10. Near the wall, the distribution of particles in a turbulent channel flow is almost identical
to that in a turbulent pipe flow with the same particle size. The volume fractions of large particles are smaller
than those of small particles because the no-penetrating wall restricts the appearance of the former more than
the latter in the near wall region. In each case, the particle volume fraction increases from zero at the wall
till it reaches a local maximum point. As analyzed in [65], this local maximum point corresponding to the
wall-normal location where the wall-induced repulsive force due to the lubrication effect [70] pointing toward
the channel/pipe center balances with the shear-induced and rotation-induced lift forces [71], both pointing
toward the wall due to the larger translational velocity of the particulate phase than its fluid counterpart. Farther
away from the wall, the particle volume fraction decreases and reaches a local minimum point. This minimum
point likely results from the change of direction of shear-induced and rotation-induced lift forces since the
mean velocity of the fluid phase eventually catches up with the mean velocity of the particulate phase. The
major difference of the particle volume fractions in the two flows occurs near the center of channel/pipe. In
a turbulent channel flow, the particle volume fractions near the channel center are almost uniform with small
descending slopes. Such descending slopes are due to the weak lift forces pointing toward the wall, which
has been well recognized as the “Segré-Silberberg effect” [71,72]. In a turbulent pipe flow, the decreasing
particle volume fraction resulting from the lift force is compensated by the shrinking pipe volume near the
pipe center. In the case of turbulent pipe flow laden with large particles, the particle volume fraction near the
pipe center even increases with the distance from the pipe wall, as a single large particle in this region occupies
a significant part of the total volume.

The Reynolds stress profiles in the simulations are shown in Fig. 11. The presence of particles can either
increase or decrease the Reynolds stress, depending on the particle size and type of the background flow.
In general, small particles result in more Reynolds stress enhancement than large particles in the same flow,
and the same size particles generate more Reynolds stress enhancement in a channel flow than in a pipe
flow, as indicated by Fig. 11b. Particles in a turbulent channel or pipe flow can have two opposite effects
on the Reynolds stress. On the one hand, due to their finite-sizes, particles follow the fluctuation motion
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(b)(a)

Fig. 11 Profiles of: a Reynolds stress, b relative change of Reynolds stress from the single-phase flows

less than the fluid and serve as dampers to the turbulent motion. The larger the particle size is, the more
significant spatial filtering particles can provide to the turbulent intensity. On the other hand, in a turbulent
channel (or pipe) flow, the statistics of u′

xu
′
y (or u

′
zu

′
r ) are dominated by the ejection and sweeping events. The

particle rotation, especially the rotation in the spanwise (or azimuthal) direction, induces additional ejection
and sweeping events that further increase the value of u′

xu
′
y (or u

′
zu

′
r ). Since small particles can have a larger

magnitude of particle angular velocity as well as a larger total surface area, they are more likely to result in
a more significant enhancement of Reynolds stress than large particles. The evidence of this rotation-induced
enhancement can be found in [65], where we simulated the particle-laden turbulent channel flow with freely
rotating and no-rotating finite-size particles. When all parameters being identical, the restriction of particle
rotation resulted in a significant reduction of the Reynolds stress when compared to the freely rotating particle
cases. Particles in the near wall regions experience the strongest lift forces and as such can developmore jumpy
translational motions, which contributes to the local Reynolds number enhancement. This effect is indicated
by the larger Reynolds stress in particular phase than its fluid counterpart for δ+ ≤ 5 (Fig 11a). The resulting
modulation on the Reynolds stress depends on the relative strength of the above two competing mechanisms.
For small particles in a turbulent channel flow, the rotation-induced enhancement is always larger than the
spatial-filtering-induced attenuation so the Reynolds stress is enhanced everywhere. In the other three cases,
the enhancement mechanism overwhelms the attenuation mechanism near the wall where the particles rotate
most rapidly and bear the strongest lift forces, while reduced in the buffer region where the filtering effect is
maximized as the Reynolds stress due to the wall reaches a peak. Farther away from the wall, the enhancements
due to the particle rotation of large particles become insufficient to compensate the damping effect due to the
particle filtering, so the two large-particle cases lead to reduction of Reynolds stress. In the case of small
particles in a turbulent pipe flow, the opposite is observed.

The profiles of turbulent kinetic energy (TKE) 〈k+〉 = 〈0.5u′
i u

′
i 〉 are presented in Fig. 12. The presence

of particles generally results in a more homogeneous distribution of TKE along the wall-normal direction
in both turbulent channel and pipe flows, with enhanced TKE near the wall and significantly reduced TKE
in the buffer region. Close to the channel and pipe centers, TKE is augmented by the small particles but
attenuated by the large particles. Similar to the modulation of Reynolds stress, small particles in each flow
always result in a higher TKE than large particles probably because their smaller size makes them damp the
turbulent fluctuations less than large particles. While TKE in the single-phase turbulent channel and pipe flows
are almost identical except near the wall, TKE in the turbulent channel flow is larger than that in turbulent pipe
flow at the same particle size at most wall-normal locations. The profiles of component-wise TKE are presented
in Figs. 13, 14, and 15 for the streamwise, wall-normal and spanwise (azimuthal) velocity components in terms
of r.m.s. velocities. The modulations induced by particles on the streamwise r.m.s. velocity in each case are
similar to the total TKE; reductions in the buffer region and enhancements in the near wall region and the
channel center region can be observed. Particles in a turbulent channel flow still lead to larger streamwise r.m.s.
velocity than particles in a turbulent pipe flow in the region y+(δ+ ≤ 30), but the opposite is observed in the
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(b)(a)

Fig. 12 Profiles of: a turbulent kinetic energy, b relative change of turbulent kinetic energy from the single-phase flows

(b)(a)

Fig. 13 Profiles of: a streamwise r.m.s. velocity, b relative change of streamwise r.m.s. velocity from the single-phase flows

channel or pipe center region. The wall-normal and spanwise (azimuthal) r.m.s. velocities in the particle-laden
flows are significantly greater than those in the single-phase flows at y+(δ+ ≤ 30). Again, in most of the
regions particles in a turbulent channel flow result in larger wall-normal and spanwise r.m.s. velocities than
their counterparts in a turbulent pipe flow. Since the modulations by the particles likely originate from the
particle surfaces, the fact that the particles with the same volume fraction induce a larger relative surface area
in a turbulent channel flow than a turbulent pipe flow may be responsible. In a turbulent channel flow, the ratio
between the particle surface area and the area of the channel walls is Np4πR2

p/(2Lx Lz), which translates into

3HΦp/Rp. In a turbulent pipe flow, on the other hand, the ratio becomes Np4πR2
p/(2πRL) = 3RΦp/(2Rp).

Since the two flows have comparable H and R, the relative increase in solid surface in the turbulent channel
flow is twice as large as that in the turbulent pipe flow, which may bring a larger overall impact. Other than
the relative magnitudes, we find that the flow modulations induced by particles are qualitatively similar in the
turbulent channel and pipe flows. The curvature of the pipe only brings about a quantitative impact on the level
of modulation.

To help understanding the modulation induced by particles in the turbulent pipe flow, the budget equation
of the turbulent kinetic energy is derived. The detailed derivation can be found in the appendix of [65] through
the theory of volume averaging [73], which is not repeated here. In a particle-laden turbulent pipe flow, if the
control volume V is chosen as a cylindrical ring of finite bin width stretching over the streamwise direction,
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(b)(a)

Fig. 14 Profiles of: a radial r.m.s. velocity, b relative change of radial r.m.s. velocity from the single-phase flows

(b)(a)

Fig. 15 Profiles of: a azimuthal r.m.s. velocity, b relative change of azimuthal r.m.s. velocity from the single-phase flows

i.e., statistics are averaged over the streamwise and azimuthal directions, the budget equation of fluid TKE
reads

∂

∂t
α
1

2
〈u′

i u
′
i 〉 = −α〈u′

zu
′
r 〉

∂〈uz〉
∂r︸ ︷︷ ︸

EP

−1

r

∂

∂r
rα

1

2
〈u′

i u
′
i u

′
r 〉

︸ ︷︷ ︸
ETT

− 1

ρ

∂

∂r
α〈p′u′
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︸ ︷︷ ︸
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∂
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−α

ρ

〈
τ ′
i j
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∫
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)
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ρV
〈uz〉

∫

SI
n j

(−pδz j + τz j
)
dS

︸ ︷︷ ︸
EIW

,

(13)

where the left-hand side of Eq. (13) is the resulting changing rate of TKE of the fluid phase in V , terms on the
right-hand side represent the rates of TKE change due to 1)“production” EP, the generation of TKE due to the
shear flow, 2)“turbulent transport” ETT, the transport of TKE due to turbulent motion, 3)“pressure transport”
EPT, the transport of TKE due to pressure fluctuation, 4)“viscous transport” EVT, the transport of TKE due to
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(b)

(a)

(c)

Fig. 16 Budget of TKE at the stationary state in: a Case p0, b Case p1, c Case p2

viscous diffusion, 5)“viscous dissipation” EVD, the TKE dissipated into heat by the viscous effect, 6)“Interface
moving” EIM, particles moving in and out through the boundary of V , bringing in or squeezing out fluid, and 7)
“Interface work” EIW, the TKE generated through work done on the particle-fluid interfaces, which contains
two parts, the first term in EIW is the total work done by the particles and the second term in EIW represents
the share of this work contributes to the mechanical fluid motion. At the stationary state, when Eq. (13) is
time-averaged over a sufficiently long period, the statistics of EIM should become zero, since no net flux of
particles should be expected in the wall-normal direction. Thus, the time-average of EIM is excluded in the
later discussions for simplicity.

Equation (13) is examined with the simulation data obtained in three pipe flow simulations in Fig. 16.
While a perfect balance (illustrated by the black solid line in each plot) is captured in the single-phase flow
simulation, in the two particle-laden flow simulations, certain derivations from the balance are noted in the near
wall region δ+ ≤ 20, especially in the case with small particles. These deviations are probably due to post-
processing errors, i.e., the generation of turbulent statistics, which involve first- and second-order of velocity
gradients calculation in cylindrical coordinates from the velocity and pressure fields on a Cartesian grid, as
well as the contamination of numerical truncation errors. A similar examination of the TKE budget equation
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Fig. 17 The rate of TKE generation in the single-phase and particle-laden turbulent pipe flows

in the particle-laden turbulent channel flows shows much better balances [65]. Considering the existence of
these errors, only a qualitative discussion of turbulence modulation based on the TKE budget equation will be
provided in the later analysis.

In particle-laden turbulent pipe flows, the generation of TKE in the fluid phase is contributed not only by the
production due to the mean shear EP, but also by the particulate phase via the work done by the particle surface
EIW. The time-averaged profiles of EP, EIW and their combinations in each case are presented in Fig. 17.
For fair comparisons, profiles in Fig. 16b, c are normalized by the local fluid volume fractions in each case,
which represent the changing rate of TKE due to different mechanisms per unit fluid. As shown in Fig. 17, EP
in the particle-laden flows are significantly reduced compared to that in single-phase case. This reduction per
the definition of EP is because of the reductions in both the Reynolds stress and the mean velocity gradient in
the region where EP is significant. Since large particles result in larger reductions of both the Reynolds stress
and the mean velocity gradient than small particles, EP in the large-particle case is smaller than that in the
small particle case. On the other hand, the particle work term EIW is positive providing an extra production
mechanism to the fluid-phase TKE, especially in the near wall region. The term EIW in Eq. (13) sometimes
appear in a form of 〈u′

i f
′
i 〉 in many previous investigations [4,12], where f ′

i is the fluctuation part of the force
fi exerted on the fluid by the particles, u′

i is the fluctuation velocity of the fluid at the same location, and 〈· · · 〉
represents the ensemble averaging. However, it must be noted that while EIW has a clear physical meaning,
〈u′

i f
′
i 〉, which is referred as the two-way coupling, depends largely on the numerical schemes used to determine

how much force the fluid adjacent to a particle experiences. The combination of EP and EIW is the total rate of
TKE generation in the particle-laden flows. Near the pipe wall δ+ ≤ 10, the generation rate of TKE in the two
particle-laden cases is significantly increased due to the extra TKE transferred from the particle phase through
EIW. Around the buffer region, there are regions where the addition of TKE due to EIW is not sufficient to
compensate the reduction of EP. The region in the large particle case spreads to δ+ = 30 with smaller rates of
TKE generation than that in the small particle case, which ends around δ+ = 20. Farther away from the wall,
δ+ ≥ 30, the rates of TKE generation in the particle-laden cases become larger than those in the single-phase
flow due to the enhancements of EP that attributed to the increases in mean velocity gradient in this region.

The combination of ETT, EPT and EVT is the transport of TKE due to the inhomogeneous distribution of
TKE in the radial direction,whose time-average profiles in the three pipe flowcases are presented in Fig. 18. The
more homogeneous distributions of TKE observed in the particle-laden flows does not result from the fact that
particles enhance the transport of TKE along the radial direction, since the rates of TKE transport are generally
suppressed rather than enhanced by the presence of particles. As shown in Fig. 18, in the particle-laden cases,
less TKE is transported out from the region 10 ≤ δ+ ≤ 30 (where TKE is maximized) toward the wall (where
the viscous dissipation is the strongest). This suppression of the TKE transport in the particle-laden flows are
mainly due to two contributions. First, the attenuated turbulent intensity in the region 10 ≤ δ+ ≤ 30 leads
to weaker turbulent transport ETT in the particle-laden cases. Second, the more homogeneous distribution of
TKE results in smaller EVT through the viscous diffusion. In the region 2 ≤ δ+ ≤ 10, the magnitude of TKE
transport is either enlarged or reduced by the presence of particles. However, the overall effect is to reduce the
net TKE received by this region.

Finally, the viscous dissipation rates EVD in the single-phase and particle-laden turbulent pipe flow simu-
lations are shown in Fig. 19. While the dissipation rate is enhanced everywhere in the small particle case, the
dissipation rate in the large-particle case is reduced in a region 10 < δ+ < 30, when compared to that in the
single-phase case. In a particle-laden turbulent pipe flow, the dissipation of TKE comes from two origins, the
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Fig. 18 The rate of TKE transport in the single-phase and particle-laden turbulent pipe flows

Fig. 19 The rate of TKE dissipation in the single-phase and particle-laden turbulent pipe flows

contribution from the pipe wall, and the contribution from the particle surfaces. While the presence of particles
provides additional TKE dissipation on the particle surfaces, the dissipation due to the pipe wall is suppressed
in the region 10 < δ+ < 30 since a significantly smaller amount of TKE is produced from the shear flow
when particles present. In the large-particle case, the total particle surface area is only a half of that in the small
particle case, so the enhancement of dissipation rate due to the first mechanism is not sufficient to compensate
the reduction triggered by the latter mechanism and a resulting reduction of dissipation rate is observed in the
region 10 < δ+ < 30.

The above modulations of each term in the TKE budget equation are expected to provide an qualitative
explanation for the modulations of TKE observed in the particle-laden flows. Although the terms in the budget
equation only represent the rates of change of TKE rather than the amount of TKE itself, we argue that a rough
correspondence between the two could still be expected. The attenuation of TKE in the region 10 ≤ δ+ ≤ 30
in the two particle-laden flows likely results from their smaller TKE generation rates in the same region. In
the region 5 ≤ δ+ ≤ 10, although the generation rates of TKE are not reduced, smaller amounts of TKE is
transported into this region, so the turbulent intensity is still reduced. Closer to the wall δ+ ≤ 5, the particle
work supplies much higher rates of TKE generation in the particle-laden cases; thus, the turbulent intensity is
augmented.

4 Summary

In this study, we conducted interface-resolved direct numerical simulations of turbulent pipe flow laden with
finite-size neutrally buoyant solid particles using the latticeBoltzmannmethodwith a sharp-interface treatment.
The purposes of this study are to investigate the impact of the curvature of the pipe wall on the turbulence
modulation induced by particles and clarify the mechanisms responsible for the change of turbulent intensity
in such flows.

The major observations from this study are summarized below:

1. The presence of particles results in reductions of bulk flow speed in the turbulent channel and pipe flows.
Large particles tend to result in larger reductions than small particles in the same flow. For a given particle
size, the flow-speed reduction in the pipe flow is more significant than that in the channel flow.
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2. The reductions of the bulk flow speed in the particle-laden flows are due to the smaller mean flow velocity
gradients within the buffer region (8 ≤ y+(δ+) ≤ 30). This is because the mean velocity gradients in
the particle region, related directly to the particle angular velocities, are much smaller than that in the
fluid region, which results in a globally reduced mean velocity gradients in the near wall region. Since
the fluid in this region accounts for a larger portion of the total fluid volume in the pipe flow than that in
the channel flow, the velocity reduction in the pipe flow is more significant. Since the large particles can
impact a wider range of wall-normal locations, they can result in greater reductions of mean flow velocity
than small particles.

3. Since the particles can slip along the channel or pipe wall, they tend to accelerate the flow speed very close
to the walls. Although large particles have larger slip velocity than the small particles, they experience a
stronger repulsive lubrication force from the wall, thus less likely to enter the near wall region; their net
acceleration effect on the near wall fluid is less obvious. At a given particle size, particles in the turbulent
channel flow accelerate the near wall fluid more than those in the turbulent pipe flow. This difference is
partially responsible for the larger reduction of mean flow speed in the turbulent pipe flow when particles
are present.

4. The mean velocity profiles of the particle-laden turbulent flows can still be fitted to a logarithmic function
withmodified slopes. The slopes of the logarithmic profile are larger with particles, and are not significantly
dependent on the particle size. The mean velocity profiles of the present simulations are also examined
against the universal logarithmic laws proposed by Luchini [68] and Costa et al. [69]. While the velocity
profiles of the present simulations do converge better under those theories, more datasets are still needed
to validate whether a universal log-law exists for all particle-laden wall-bounded turbulent flows. When
normalized by the bulk flow speed, the mean velocity profiles in the particle-laden flows become more
convex, with smaller values in the buffer region and larger values near the channel/pipe center. The mean
velocity profiles in the same flow with the two particle sizes almost collapse.

5. The spatial distributions of particles in the turbulent channel and pipe flows are very similar near the walls.
The profiles of particle volume fraction in both flows increase near the walls, and exhibit a local maximum
close to the wall, followed by a local minimum farther away from the wall. The local maximum is due to
the balance between the wall-induced repulsive force that pushing the particles away and the shear-induced
lift force and the particle rotation-induced lift force both driving the particles toward the wall. The local
minimum points indicate a region where the shear-induced lift force and the particle rotation-induced lift
force reverse their direction. The profiles of particle volume fraction in the turbulent channel and pipe
flows mainly differ in the center region. Due to the shrinking volume of the pipe flow in the center region,
the particle volume fractions in the particle-laden turbulent pipe flow are larger than those in their channel
flow counterparts.

6. The modulations induced by particles on the turbulent intensity are similar in the turbulent channel and
pipe flows. Particles have two opposite effects on the Reynolds stress. On the one hand, particles serve as
dampers to the Reynolds stress, whose effect increases with the particle size. On the other hand, particle
rotation may induce additional ejection and sweeping events increasing the Reynolds stress. The latter
mechanism is stronger with small particles as the small particles not only rotate faster than large particles,
but also have a larger total surface area.

7. The presence of particles results in a more homogeneous distribution of turbulent kinetic energy along
the wall-normal direction in both flows. TKE around the buffer region where the maximum value appears
is significantly reduced by particles, while TKE in the near wall and pipe channel/pipe center regions
are generally augmented. The distribution of TKE among different spatial directions is also made more
isotropic by particles.

8. To understand the modulation of turbulent intensity, a budget analysis of TKE in the single-phase and
particle-laden turbulent pipe flow was performed. This analysis shows that the more homogeneous distri-
bution of TKE in particle-laden flows does not result from the fact that particles enhance the transport of
TKE in the radial direction, but rather is related to the fact that the presence of particles reshapes the gen-
eration of TKE in different regions. The reduction of TKE in the region 10 ≤ δ+ ≤ 30 is mainly attributed
to the significant reduction of TKE production, while the reduction of TKE in the region 5 ≤ δ+ ≤ 10 is
mainly because less TKE is transported into this region. The augmentation of TKE in the regions δ+ ≤ 5
and δ+ ≥ 30 are led by the enhancements of TKE generation due to the inter-phase transfer and production,
respectively.

The above observations should be taken as preliminary results since the lubrication force model and the
soft-sphere collision model used to handle the particle–wall interaction may affect the slip velocity of particles
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near the pipe wall. Furthermore, in the present work, the tangential lubrication force correction is not included
and the soft-sphere collision ignores the effect of particle rotation. A systematic investigation on the effects
of the lubrication force model and collision models will be considered in the future to further support the
observations in this study.
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