On the Comparison Between Lattice Boltzmann Methods and Spectral Methods for DNS of Incompressible Turbulent Channel Flows on Small Domain Size
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\textbf{Abstract.} The paper presents a study of the influence of the domain size and LBM collision models on fully developed turbulent channel flows. The results using spectral method show that a smaller domain size will increase the velocity fluctuations in the streamwise direction. And MRT-LBM with different collision models gives reliable results at least for low order flow statistics compared with those from spectral method and finite-difference method.
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\section{Introduction}

Over the last 30 years, direct numerical simulations (DNS) have been applied to investigate a large number of turbulent flows, which generates more details about the mechanisms of turbulent transport than experimental methods. For simple geometries, many algorithms have been applied to simulate turbulence, e.g., finite-difference method, pseudo-spectral method and Lattice Boltzmann Method (LBM). Pseudo-spectral method is considered to be the most reliable method for its high-order spatial accuracy and low numerical dissipation when compared at the same temporal and spatial resolutions
with alternative methods. However, when the geometries are complex, finite-difference method and pseudo-spectral method are difficult to be used. A fully mesoscopic LBM as an alternative approach to incompressible turbulence is easy to deal with complex geometries and easy to parallelize. This offers the potential for the LBM to be applied to treat turbulent particle-laden flows.

Fully developed incompressible turbulent channel flows are considered here. The benchmark Navier-Stokes solutions simulated by Chebyshev pseudo-spectral method KMM [1] are used as a comparison. Lammers et al. [2] reviewed the former studies of LBM DNS on developed channel flows and also used a BGK (single-relaxation-time) D3Q19 model to simulate the channel flow turbulence which is in great agreement with the result of KMM. Suga [3] used a MRT(multiple-relaxation-time) D3Q27 model and also obtained good results. Freitas [4] performed a comparative study of different discretizations, i.e., D3Q19 and D3Q27 model, applied to a turbulent channel flow at Reτ = 200. Averaged streamwise velocity and rms(root-mean-squared) velocity are reasonable for both D3Q19 and D3Q27. However, the peak of the streamwise component of the Reynolds stress is more accurately predicted by the D3Q27 model. Kang and Hassan [5] reported that the D3Q19 model breaks the rotational invariance and produces unphysical results especially for turbulent wall-bounded flows–turbulent circular pipe and square duct flows, while the D3Q27 model achieves the rotational invariance. Thus, we use the D3Q27 model in this paper.

Gehrke et al. [6] reported the potential influence of the collision models in LBM, i.e., the BGK, the MRT and the Cumulant model on DNS of turbulent channel flows. The BGK model is the single-relaxation-time model, which is simple and often become unstable when the Reynolds number is high. Then multiple-relaxation-time (MRT) model is proposed by d’Humieres [7] to overcome this difficulties. MRT model allows each physical process to have its own relaxation time in order to improve the numerical stability and physical accuracy. The results show that the mean velocity profiles of the MRT and the Cumulant model are slightly higher than the BGK model and KMM. Wang et al. [8] used LBM and Yu et al. [9] used finite-difference method to study a smaller domain size \((4H \times 2H \times 2H)\) turbulent channel flows. Yu also obtained a higher mean velocity profile and they both found a higher rms velocity in the streamwise direction. We will use the pseudo-spectral method to show the influence of the domain size in Section 3.1 and compare the different LBM-MRT D3Q27 models on small domain size \((4H \times 2H \times 2H)\) in Section 3.2.

2 Numerical methods

2.1 Lattice Boltzmann method

We use the MRT-LBE collision model with Q discrete velocities in three dimensions. The evolution equation for the MRT-LBE on each lattice node \(x\) at time \(t\) can be written as the
following:
\[ f(x + c\delta t, t + \delta t) = f(x, t) - M^{-1}S[m - m^{(eq)}] + F, \]
where the \( Q \times Q \) matrix \( M \) transforms the discrete particle density distribution functions \( f \in V = \mathbb{R}^Q \) to the velocity moments \( m \in \mathbb{M} = \mathbb{R}^Q \):
\[ m = M \cdot f, \quad f = M^{-1} \cdot m, \]
which means the collision is performed in the moment space \( \mathbb{M} \), while the streaming is executed in the velocity space \( V \) and \( F \) represents an external body force.

For \( Q = 27 \), the D3Q27 model includes discrete velocities vectors read
\[ c_i = \begin{cases} 
(0,0,0), & i = 0, \\
(\pm 1,0,0), (0,\pm 1,0), (0,0,\pm 1), & i = 1,2,\ldots,6, \\
(\pm 1,\pm 1,0), (\pm 1,0,\pm 1), (0,\pm 1,\pm 1), & i = 7,8,\ldots,18, \\
(\pm 1,\pm 1,\pm 1), & i = 19,20,\ldots,26,
\end{cases} \]
where \( c = \delta x / \delta t \). The corresponding moments for D3Q27 are the corresponding 27 moments for D3Q27 model are
\[ m_{27} = (\rho, j_x, j_y, j_z, c, p_{xx}, p_{xy}, p_{xz}, p_{yy}, p_{yz}, p_{zz}, q_x, q_y, q_z, \pi_x, \\
\pi_y, \pi_z, \psi_{xy}, \psi_{xz}, \psi_{yz}, \psi_{xx}, \psi_{yy}, \psi_{zz}, \rho_s, \rho_t, \lambda, \zeta^3) \]
(2.4)
The details of the corresponding equilibrium moments could be found in Appendix. The density \( \rho \) could be decomposed into the mean density \( \rho_0 \) and the density fluctuation \( \delta \rho \). We use \( \delta \rho \) instead of \( \rho \) in the LBE simulations, for it is more accurate for the incompressible flows [10]
\[ \rho = \rho_0 + \delta \rho, \quad \rho_0 = 1. \]
(2.5)
The relaxation matrix \( S \) is diagonal and each of diagonal elements means the corresponding moment relaxation rate. MRT-LBE model individually control the different moments’ relaxation to achieve better accuracy and stability. If we simply set all of the relaxation rates to be a single value \( s_v \), i.e., \( S = s_v I \), then the model will be reduced to the BGK model.
The D3Q27 MRT relaxation matrix \( S_{27} \) is
\[ S_{27} = diag(0,0,0,0,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v,s_v) \]
(2.6)
Through the Chapman-Enskog analysis of the MRT model we could recover a macroscopic Navier-Stokes equation. Unlike in the LBGK model, the shear viscosity \( \nu \) and the bulk viscosity \( \zeta \) can be chosen independently
\[ \nu = \frac{1}{3} \left( \frac{1}{s_v} - \frac{1}{2} \right) \delta t, \]
(2.7a)
\[ \zeta = \frac{5-9c_e^2}{9} \left( \frac{1}{s_e} - \frac{1}{2} \right) \delta t. \]
(2.7b)
And different collision models are shown in Table 1. $s_v$ and $s_e$ are the relaxation time for the second order tensors and the kinetic energy, respectively. The stability condition needs all the relaxation parameters satisfy $0 < s_i < 2$. Lallemand and Luo [11] pointed out that the other relaxation parameters only have effects on higher order terms, which do not influence the transport coefficients, i.e., shear viscosity $\nu$ and bulk viscosity $\zeta$. Suga [3] gives a set of optimized relaxation parameters called MRT27suga in Table 1. Wang [8] intends to minimize the numerical dissipation by using a smaller bulk viscosity, called MRT27LD (low dissipation). It should be noted that BGK model is much more unstable than MRT27suga and MRT27LD when simulating the particle-laden turbulent flows. But, for the given resolution, the BGK model is also stable in our single-phase turbulence simulations.

### 2.2 Finite difference method

Our LBM results are mainly compared with results from pseudo-spectral method used by Kim [1] and finite-difference method used by Yu [9]. Here, we briefly introduce the main idea of the finite-difference method used by Yu. The Naiver-Stokes equations are solved with a finite-difference-based projection method on a homogeneous half-stagger grid. Spatial derivatives are discretized with the second-order central difference scheme. That means the grids are uniform in all directions in Yu’s method like the LBM, while non-uniform meshes are used in the normal direction in pseudo-spectral method. The non-uniform normal direction meshes used in the spectral method are $y_j = \cos((j-1)\pi/(N-1))$, $j = 1, 2, \cdots, N$. For $N = 129$ in KMM, the minimum spacing is the first grid near the wall at $y^+ \simeq 0.05$ and the maximum spacing is $\Delta y^+ \simeq 4.4$ at the centerline of the channel, which is larger than the uniform spacing of LBM and Yu’s finite-difference method. To minimize the influence of the maximum spacing in the normal direction, we conduct the case Sp422fine whose domain size is $4H \times 2H \times 2H$ and maximum spacing is $\Delta y^+ \simeq 2.9$.

### 3 Results

We consider a fully developed turbulent channel flow with $x$, $y$ and $z$ representing the streamwise, normal and spanwise directions, respectively. The domain size is $L_x \times 2H \times L_z$. The turbulent flow is driven by constant pressure gradient in the $x$ direction, which is modeled by a constant body force. The frictional Reynolds number is defined as $Re_\tau = \frac{\bar{u}_1 y_1}{\nu}$.
$u_t H/\nu = 180$ in our simulations, where $\nu$ is the kinematic viscosity and $u_t = \sqrt{\tau_w/\rho}$ is the frictional velocity. At the fully developed stage, the wall viscous shear stress $\tau_w$ should be balanced with body force (pressure gradient) $2\tau_w L_x L_z = \rho g 2 H L_x L_z$, where $\rho$ is the fluid density and $g$ is the body force per unit mass. Period boundary condition is assumed in the streamwise $x$ and spanwise $z$ directions and no-slip condition on the two channel walls using halfway bounce-back method.

### 3.1 Domain size

We use spectral methods to investigate the influence of domain size on turbulent channel flows. The grid parameters of three simulations for turbulent channel flows are shown in Table 2, compared with the reference database [1]. Due to the argument that the grid sizes of the streamwise and spanwise directions are too wide compared with the normal direction in the KMM simulation, we perform the simulation with even smaller grid sizes in the streamwise and spanwise directions called Sp422fine.

First, we illustrate that even the grid sizes in the streamwise and spanwise directions are large in the KMM and Sp422coarse, but the mean velocity profiles on a log-linear plot displayed in Fig. 1(a) and the rms(root-mean-squared) velocity profiles displayed in Fig. 1(b) show that Sp422coarse and Sp422fine give the same results. However, the rms velocity profiles (Fig. 1(b)) show a larger streamwise rms velocity and smaller spanwise rms velocity in the Sp422fine and Sp422coarse simulations for the smaller domain sizes $(4H \times 2H \times 2H)$ than those of KMM for the domain sizes $(4\pi H \times 2H \times 2\pi H)$. So the domain sizes influence the turbulence statistics.

Next, we compare four different domain sizes, i.e., Sp422fine, Sp623, KMM and Sp824. Each domain size is larger than the previous one. The mean velocity profiles on a log-linear plot are shown in Fig. 2(a). The result shows the influence of the domain size does not change the mean velocity profiles. Four simulations fit well with each other. The peak of the streamwise rms velocity changes a lot in different domain sizes shown in Fig. 2(b). When the domain size is smaller, the peak of the streamwise rms velocity is larger. The peak of the spanwise rms velocity is opposite. The domain size is smaller, the peak of the spanwise rms velocity is smaller too. And the normal rms velocity does not seem to change with the domain sizes. The reason why the streamwise velocity is strengthened is that with the domain size decreasing the coherence of the structure in the streamwise

<table>
<thead>
<tr>
<th>Run</th>
<th>Domain size</th>
<th>$N_x \times N_y \times N_z$</th>
<th>$Re_t$</th>
<th>$\Delta x^+$</th>
<th>$\Delta z^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMM</td>
<td>$4\pi H \times 2H \times 2\pi H$</td>
<td>192x129x160</td>
<td>180</td>
<td>4.4</td>
<td>11.8</td>
</tr>
<tr>
<td>Sp824</td>
<td>$8\pi H \times 2H \times 4\pi H$</td>
<td>384x193x384</td>
<td>180</td>
<td>2.9</td>
<td>11.8</td>
</tr>
<tr>
<td>Sp623</td>
<td>$6H \times 2H \times 3H$</td>
<td>576x193x288</td>
<td>180</td>
<td>2.9</td>
<td>1.9</td>
</tr>
<tr>
<td>Sp422fine</td>
<td>$4H \times 2H \times 2H$</td>
<td>384x193x192</td>
<td>180</td>
<td>2.9</td>
<td>1.9</td>
</tr>
<tr>
<td>Sp422coarse</td>
<td>$4H \times 2H \times 2H$</td>
<td>72x193x72</td>
<td>180</td>
<td>2.9</td>
<td>10</td>
</tr>
</tbody>
</table>
direction is enhanced.

3.2 LBM models

Next, we use lattice Boltzmann method to simulate the same domain size with Sp422fine in Section 3.1. Three different MRT models as shown in Table 1 are compared with Yu’s
finite difference method and spectral method Sp422fine. Details are displayed in Table 3. The grid resolution is quantified by the value of $\Delta y^+ = 1.8$, which Lammer [2] suggested that this value should be less than 2.25 using BGK model. Note that the grid size of LBM is much smaller than that of the spectral method in the direction normal to the wall at $y^+ > 12$

The mean velocity profiles and relative difference with Sp422fine are displayed in Fig. 3(a). LBM with different collision models gives almost the same velocity profiles and rms velocity profiles. When the result is stable, the influence of different collision models seem to be negligible. The LBM’s and Yu’s results are in great agreement which are slightly larger than spectral method’s result Sp422fine at $y^+ > 12$. The rms (root-mean-squared) velocity profiles (Fig. 3(b)) fit well with Yu’s and Sp422fine’s results. The reason why the LBM’s and Yu’s results are slightly higher may be because the grid size of the normal direction is uniform while that of the spectral method is not. On the condition that all the methods have resolved the small-scale structures near the wall, a uniform grid in all three directions near the center of the channel guarantees the nearly isotropic

![Figure 3: (a) mean velocity profiles and their relative difference with Sp422fine; (b) RMS velocity profiles.](image-url)
turbulence away from the wall. Fig. 4 also shows the comparison of the budget terms of the turbulent kinetic energy between Sp422fine and MRT27LD. It is seen that each agreement between the spectral method and the D3Q27 MRT-LBM is almost perfect. Thus, it is confirmed that the LBM is as reliable as the spectral method for DNSs of turbulent channel flows on small domain size.

4 Conclusions

An accurate prediction of fully developed turbulent channel flows by LBM is shown compared with the pseudo-spectral method on small domain size. Both LBM and spectral methods show that the shortened streamwise and spanwise domain sizes will lead to larger fluctuations in the streamwise direction. Different LBM collision models yield almost the same mean velocity profiles and rms velocity, which agree well with finite-difference method Yu’s results. However, both LBM and Yu’s mean velocity profiles are slightly higher than that from the spectral methods.

Appendix: details of the employed D3Q27 MRT model

The D3Q27 model [12] consists of one zero-order moment $\delta p$, three first-order moments $j_x, j_y, j_z$, six second-order moments $e, p_{xx}, p_{zz}, p_{xy}, p_{yz}, p_{xz}$, seven third-order moments $q_x, q_y, q_z, \pi_x, \pi_y, \pi_z, \phi_{xy}$, six fourth-order moments $e, \psi_{xx}, \psi_{zz}, \psi_{xy}, \psi_{yz}, \psi_{xz}$, three fifth-order moments $\zeta_x, \zeta_y, \zeta_z$ and one sixth-order moments $\epsilon^3$.
\[ \delta p = \sum_{a=0}^{26} f_a, \quad (A.1a) \]
\[ j_x = \sum_{a=0}^{26} f_a e_{ax}, \quad j_y = \sum_{a=0}^{26} f_a e_{ay}, \quad j_z = \sum_{a=0}^{26} f_a e_{az}, \quad (A.1b) \]
\[ e = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2), \quad (A.1c) \]
\[ p_{xx} = \sum_{a=0}^{26} f_a (2e_{ax}^2 - e_{ay}^2 - e_{az}^2), \quad p_{zz} = \sum_{a=0}^{26} f_a (e_{ay}^2 - e_{az}^2), \quad (A.1d) \]
\[ p_{xy} = \sum_{a=0}^{26} f_a (e_{ax} e_{ay}), \quad p_{yz} = \sum_{a=0}^{26} f_a (e_{ay} e_{az}), \quad p_{xz} = \sum_{a=0}^{26} f_a (e_{ax} e_{az}), \quad (A.1e) \]
\[ q_x = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2) e_{ax}, \quad q_y = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2) e_{ay}, \quad (A.1f) \]
\[ q_z = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2) e_{az}, \quad (A.1g) \]
\[ \tau_x = \sum_{a=0}^{26} f_a (e_{ax}^2 - e_{ay}^2) e_{ax}, \quad \tau_y = \sum_{a=0}^{26} f_a (e_{ax}^2 - e_{az}^2) e_{ay}, \quad \tau_z = \sum_{a=0}^{26} f_a (e_{ax}^2 - e_{ay}^2) e_{az}, \quad (A.1h) \]
\[ \phi_{xyz} = \sum_{a=0}^{26} f_a (e_{ax} e_{ay} e_{az}), \quad e = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2)^2, \quad (A.1i) \]
\[ \psi_{xx} = \sum_{a=0}^{26} f_a (2e_{ax}^2 - e_{ay}^2 - e_{az}^2)(e_{ax}^2 + e_{ay}^2 + e_{az}^2), \quad \psi_{zz} = \sum_{a=0}^{26} f_a (e_{ay}^2 - e_{az}^2)(e_{ax}^2 + e_{ay}^2 + e_{az}^2). \quad (A.1j) \]
\[ \psi_{xy} = \sum_{a=0}^{26} f_a (e_{ax} e_{ay})(e_{ax}^2 + e_{ay}^2 + e_{az}^2), \quad \psi_{yz} = \sum_{a=0}^{26} f_a (e_{ay} e_{az})(e_{ax}^2 + e_{ay}^2 + e_{az}^2), \quad (A.1k) \]
\[ \psi_{xz} = \sum_{a=0}^{26} f_a (e_{ax} e_{az})(e_{ax}^2 + e_{ay}^2 + e_{az}^2), \quad \xi_x = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2)^2 e_{ax}, \quad (A.1l) \]
\[ \xi_y = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2)^2 e_{ay}, \quad \xi_z = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2)^2 e_{az}, \quad (A.1m) \]
\[ e^3 = \sum_{a=0}^{26} f_a (e_{ax}^2 + e_{ay}^2 + e_{az}^2)^3. \quad (A.1n) \]
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