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Abstract

This paper presents a motion planner and nonholonomic
controller for a mobile robot, with global collision avoid-
ance and convergence properties. An appropriately de-
signed (dipolar) potential field is combined with discontin-
uous state feedback. A new class of Lyapunov functions is
introduced and used for nonholonomic navigation. The ob-
stacle avoidance and global asymptotic stability properties
are verified through simulations.

1 Introduction

Nonholonomic systems have received increased atten-
tion in the last years. The survey paper [1] illustrates the
intensity of research effort in the area. This interest is mo-
tivated by the large class of mechanical systems that fall in
this category and the challenging problem of stabilization.
The class of nonholonomic systems includes mobile robots,
underwater vehicles, aircrafts, surface vessels and underac-
tuated manipulators. Stabilization of nonholonomic sys-
tems is quite involved, mainly due to the fact there is no
smooth (or even continuous) time invariant static state feed-
back law that can stabilize such systems [2].

The stabilization problem has been approached from
two main directions: discontinuous state feedback [3, 4, 5]
and time varying state feedback [6, 7, 8, 9]. A parallel di-
rection is the differential flatness approach [10, 11] that uti-
lizes dynamic feedback linearization. Discontinuous feed-
back approaches have generally exhibited faster conver-
gence rates compared to time-varying approaches. The use
of homogeneous feedback [9] narrowed the gap.

A large class of nonholonomic systems consists of mo-
bile robots and the issue of collision avoidance frequently
arises. The robot workspace topology and the obstacles are
naturally expressed in the task space coordinates and most
of the coordinate transformations used to tackle the stabi-

lization problem distort this topology and render the obsta-
cle representation in the new coordinates impossible.

The problem of stabilization in obstacle environments
has been traditionally decomposed into two stages: the first
stage includes motion planning and usually results in a col-
lision free path. Motion planning techniques [12, 13], typ-
ically produce a holonomic path. These algorithms are not
complete, in the sense that they may fail to yield a possi-
ble solution, except for potential fields generated by navi-
gation functions [13]. Second stage involves following the
planned path. The major difficulty here is the holonomic
nature of the path which usually makes it infeasible for the
nonholonomic robot. What is more, this approach com-
pletely excludes the possibility of replanning the motion in
real time to address the issue of navigating in dynamic en-
vironments. In the two stage approach followed in [14] col-
lision avoidance is pursued through refining the discretiza-
tion of the previously computed holonomic path.

This paper addresses the above problem for the case of
unicycle-type mobile robots and presents a methodology
with provable global convergence properties. Planning of
motion is realized in a feedback manner and implemented
in real time. Convergence is established by a discontinuous
feedback law. This paper is partially based on the earlier
results of [15, 16]. The control law is redesigned to yield
improved convergence rates and the admissible workspace
representation is completed using a systematic procedure to
take into account the robot volume. To the author’s knowl-
edge, this is the first complete methodology for real time
nonholonomic navigation amongst obstacles.

The rest of the paper is organized as follows: Section 2
outlines the construction of the globally converging poten-
tial field. The control law is presented in section 3 where
the convergence properties of the closed loop system are
analyzed. Section 4 presents simulation results for a num-
ber of nontrivial nonholonomic navigation tasks. Finally,
section 5 summarizes the conclusions and indicates current
research directions.
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2 Nonholonomic Motion Planning

The approach is based on the fact that globally conver-
gent potential functions (navigation functions) [13] can be
constructed on sphere worlds. It departs from the method-
ology of [13] by introducing a sequence of transformations
under which the obstacle regions and the robot volume col-
lapse to single points. On the “point world”, the construc-
tion of navigation functions is straightforward and tuning
of the field is significantly easier. Furthermore, contrary
to the approach in [13] which is applicable only to point-
robots, the transformations introduced are designed so that
the free space represented in the point world accounts for
the robot volume for arbitrarily shaped robot and obstacles,
at an arbitrary degree of approximation.

Both the shape of the robot and the obstacles is consid-
ered as a union of (possibly intersecting) spheres. For clar-
ity purposes, let us consider only one robot sphere,R and
one obstacle sphereO. Let z denote the configuration vec-
tor andbr(z), bo(z) the real valued functions that represent
the robot sphereR and the obstacle sphereO boundaries,
respectively. Firstly, the robot sphere is transformed to a
point through the mapping:

H1 : z 7→
(

br(z)
br(z) + 1

) 1
2

z , h1

whereh1 is the new position ofz. This transformation
“sucks” the robot sphere volume and stretches the free
space to fill the area. The boundary of obstacleO is de-
formed under the mapping. In the derived space a new
mapping transforms the obstacle boundary to a point:

H2 : h1 7→
(

bo(H−1
1 (h1))

bo(H−1
1 (h1)) + 1

)
(h1 − hco) + hco , h2

wherehco a reference point in the obstacle’s interior that
now represents obstacleO. Due toH1, bo exhibits a singu-
larity but there is a limit value that depends on the direction
of approach. The limit value can be analytically expressed
and therefore allows the definition of both the inverse map-
pings and the transformation differential at all points. In
the space derived afterH2, both the robot sphere and the
obstacle sphere are points.

By repeating the procedure for all robot and obstacle
spheres one transforms both robot and obstacles to points.
The great advantage of having a point world is that its
topology allows for the definition of a navigation func-
tion, whereas the generally (generally) non convex original
space does not. In this point world topology a measure of
the robot’s proximity to the obstacles is obtained by mul-
tiplying the normalized Euclidean distances from the robot
points to the obstacle points. The point world the distances
do not correspond directly to minimum distances but the
procedure ensures that they are classK functions of the true
minimum distances. The proximity measure combines the
set of robot points to a single reference point,zr. In the

final space the position of obstacleO, relative to the robot
reference point positionzr will be

zo =
∏
i∈R

d̂i(hi
2r, h2o)[zr − h2o] + zr

whereR is the index set of all robot spheres,d̂i is the nor-
malized Euclidean distance between the robot pointRi and
the obstacle pointOj , zr − h2o is the vector from the ob-
stacle point to the robot point andzr is the reference point
that represents the whole robot. The result is space where
the robot is represented by a single point and the obstacles
are points at a configuration dependent position. A possible
choice for a navigation function would be:

ϕ̂ =
‖z‖2

(‖z‖2k + |x|β(z))
1
k

whereβ(z) can be defined as:β(z) =
∏

i∈O d̂i(zoi, zr)
andk ≥ 1 is a tuning parameter.

Another issue related to potential fields is that the inte-
gral curves of the potential fields are holonomic and there-
fore infeasible for a nonholonomic system. If, however,
the potential function is constructed as adipolar potential
function [15], then the integral curves are feasible nonholo-
nomic paths which simultaneously stabilize the robot’s ori-
entation. Letz = (x, y, θ) ∈ R

n × Rn × S1 and define a
norm as‖z‖ , (x2 + y2 + λθ2)

1
2 , with λ a small positive

parameter. Define the dipolar potential function:

ϕ(z) =
‖z‖2

|x|β1/k
(1)

The hidden assumption in using potential fields is that the
field should be the negated gradient of a potential function.
This however restricts the class of potential functions con-
sidered and therefore the choice of the control law. In this
paper we introduce a class of functions, namedinverse Lya-
punov functions, which tend to infinity at the origin. Their
gradient is used to construct a vector field that vanishes at
the origin. A dipolar inverse potential function can be con-
structed as:

V (z) , |x|β1/k

‖z‖2
(2)

and the potential field that can be constructed from (2) but
will not correspond to its gradient:

f =
[
fx fy fθ

]T
,where fr , ‖z‖4∂V (z)

∂r
, r = {x, y, θ}

Inverse Lyapunov functions overcome the tuning difficul-
ties encountered in conventional navigation functions. In
the present approach, the tuning of the field is decoupled
from convergence rate and thus one can have both the ben-
efits of elimination of local minima and fast convergence.
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3 Nonholonomic Control

3.1 Inverse Lyapunov Functions

The motivation for extending the definition of the Lya-
punov function came from difficulty in adjusting conven-
tional navigation functions in order to achieve improved
obstacle avoidance and convergence properties. Using in-
verse Lyapunov functions we can tune the field without sig-
nificantly affecting the convergence rate of the system. We
proceed by defining the inverse Lyapunov function:

Definition 1. LetD ⊂ R
n be a domain containing the ori-

gin and consider a real smooth valued functionV (x) :
D \ {0} → R+ having the following properties: (i)
V (x) ≥ 0, ∀x ∈ D, (ii) limx→0 V (x) = +∞, (iii)
V̇ (x) > 0, ∀x ∈ D \ {0} Such a function is called an
inverse Lyapunov function.

Proposition 1. Consider the continuous systemẋ = f(x)
and letx = 0 be an equilibrium point. LetD be a neigh-
borhood of0 andV : D \ {0} → R

+ be a smooth inverse
Lyapunov function.Then,x(t) tends asymptotically to zero.

Proof. (Schetch) The proof follows the same guidelines as
in the classical case [17]. Assume anε > 0 and choose
a ball Br of radiusr ∈ (0, ε]. Let α , max‖x‖=r V (x)
and takeβ ∈ (α, +∞) Then one can show thatΩβ ,
{x ∈ Br|V (x) ≥ β} is invariant. SinceV (x) is mono-
tonically increasing and unbounded from above, for every
sequencex(tn), t → ∞ we will haveV (x(tn)) → +∞.
ThusV (x(t)) → +∞ ast → ∞. Then there will be aT
for which∀t > T , x ∈ Ωβ ⊂ Br ⊂ Bε which establishes
asymptotic stability.

It is easily shown that ifV (x) is radially unbounded then
the result holds globally. The next theorem establishes the
equivalence between the existence of a classic Lyapunov
function and an inverse Lyapunov function:

Corrolary 1. Consider the systeṁx = f(x). Then a (pos-
sibly non smooth) Lyapunov function exists for this system
if and only an inverse Lyapunov function exists.

Proof. Let V (x) be a Lyapunov function for the system
ẋ = f(x). Then we can define the function:W (x) , 1

V (x) .

It is clear thatW satisfies the first two requirements of Def-
inition 1. For the third a direct calculation yields:

Ẇ (x) =
−1

V 2(x)
· V̇ (x) > 0, ∀x ∈ D \ {0}

Therefore,W (x) is an inverse Lyapunov function.
Conversely, ifW (x) is an inverse Lyapunov function

satisfying the requirements (i)–(iii) of Definition 1, then we
can define the function:

V (x) ,
{

1
W (x) , x 6= 0,

0, x = 0

By definition,V (x) is continuous at the origin but it may
not be smooth. We can say thatV (x) is smooth almost ev-
erywhere since the origin is a set of measure zero. Even
if V (x) is non differentiable at the origin it is still a valid
Lyapunov function since for the proof of stability only con-
tinuity at the origin is required.

3.2 Discontinuous Feedback Control

With the dipolar potential function (2) at hand, one can
construct a globally stabilizing feedback law. The inverse
dipolar potential function can be represented by two par-
tially defined functions. Partition the configuration space
into two connected subsets:

M1 , {(x, y, θ) |x ≥ 0} \ {0} M2 , {(x, y, θ) |x < 0}

These two sets are separated by the surfaceΓ ,
{(x, y, θ) |x = 0}. Then (2) can be expressed as:

V (z) =

{
xβ1/k

‖z‖2 , V 1(z) if z ∈ M1,
−xβ1/k

‖z‖2 , V 2(z) if z ∈ M2

Consider the following nonholonomic system:

ż = g1(z)u1 + g2(z)u2 (3)

with g1 =
[
cos θ sin θ 0

]T
, g2 =

[
0 0 1

]T
In or-

der forV1, V2 to be control Lyapunov functions, we define:

u1 , k1 sgn (fx cos θ + fy sin θ) (f2
x + f2

y + f2
θ ) (4a)

u2 ,
{

k2(θd − θ), if w(z) ≥ 0,

u1(fx cos θ + fy sin θ)f−1
θ , if w(z) < 0

(4b)

wherek1, k2 positive constants and:

θd , atan2(− sgn(x)fy,− sgn(x)fx)

w(z) , u1(fx cos θ + fy sin θ) + k2fθ(θd − θ)

with the functionssgn(·) andarctan2(·) defined as:

sgn(x) ,
{

1, if x ≥ 0
−1, if x < 0

arctan2(y, x) , arg(x, y), (x, y) ∈ C

We now proceed to show thatV 1 and V 2 are inverse
Lyapunov functions. To see that take the Lie derivatives
with respect to the system vector fieldsgi. Forz ∈ M j:

V̇j(z) = u1Lg1V
j(z) + u2Lg2V

j(z)

=
|fx cos θ + fy sin θ|

‖z‖4
(f2

x + f2
y + f2

θ ) +
u2fθ

‖z‖4
.

If w(z) ≥ 0, thenu2 = k2(θd − θ) andV̇j(z) = w(z)
‖z‖4 ≥ 0

If on the other handw(z) < 0, thenu2 = −u1(fx cos θ +
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fy sin θ)f−1
θ and V̇j(z) = 0. Therefore,V̇j(z) = 0 is

positive semidefinite. LetS , {z ∈ M j |V̇j(z) = 0}.
In an invariant setΩ ∈ S there will beu1 = u2 = 0.
However,u1 does not vanish except for the origin. Us-
ing simple arguments one can verify thatu2 makes the set
{z ∈ M j |fx cos θ + fy sin θ = 0} repulsive.

Using the functionWj(z) = 1
Vj(z) as a Lyapunov func-

tion candidate, La Salle invariant principle establishes that
the system (3) under (4) is asymptotically stable inM j .

Lemma 1 ([18]). Let M1, M2 be two open connected
subsets ofRn such thatM1 ∪ M2 = Rn \ {0}. Let
f i : M i → Rn, i = 1, 2 be two vector fields. Assume
also, that there exists a separating surfaceΓ with 0 ∈ Γ
andΓ \ {0} ⊂ M1 ∩ M2. Let Ci, C2 be two connected
components ofRn \ Γ and assume thatCi ⊂ M i and that
f i points towardsCi on Γ for i = 1, 2. Finally assume
that f1, f2 are asymptotically stable onM1, M2. Then,
the vector fieldf : R

n → R
n defined by

f(x) =




f1(x) if x ∈ (Γ \ {0}) ∪ C1

f2(x) if x ∈ C2

0 if x = 0

is globally asymptotically stable.

Let C1 , M1 \ Γ andC2 , M2 \ Γ. According to the
Lemma above, if the vector fields:

f1 , g1(z)u1(z) + g2(z)u2(z), z ∈ M1

f2 , g1(z)u1(z) + g2(z)u2(z), z ∈ M2

point towardsC1 andC2 respectively, then system (3) is
globally asymptotically stable. This requirement is equiva-
lent to showing that bothC1 andC2 are invariant.

Indeed, forf1 onΓ we have:

f1 =
[
β2/k|cos θ| sgn(cos θ)β2/k sin θ π − θ

]T

For all θ 6= ±π
2 , f1 points toC1. For θ = ±π

2 , f1 is tan-
gent to the boundary ofC1 and non vanishing and therefore
C1 is invariant. On the other hand,

f2 =
[−β2/k|cos θ| sgn(cos θ)β2/k sin θ π − θ

]T

Following the same reasoning it can be seen thatC2 is also
invariant. Therefore, the system (3) under the control law
(4) isglobally asymptotically stable.

4 Simulation Results

The simulation setup consists of a rectangular shaped
nonholonomic mobile robot moving on the horizontal plane
and aΠ-shaped obstacle. The mobile robot is represented
kinematically by the unicycle equations (3). The objective
is for the mobile robot to park inside the cavity formed by
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Figure 1: Dipolar field around the obstacle

the obstacle. The inverse dipolar function constructed pro-
vides the basis for the development of a globally converging
potential field (Figure 1). In the first case (Figure (2)) the
robot is positioned at(x, y, θ) = (−10, 10, 0). The sharp
turning close to the initial position and at the neighborhood
of the destination is a result of the large control gainsk1,
k2, but is theoretically allowed by the equations of the uni-
cycle. Figure (3) depicts the trajectories of the system.
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Figure 2: Initial position :(x, y, θ) = (−10, 10, 0)
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Figure 3: Trajectories with initial conditions:(−10, 10, 0)

In the second case the mobile robot is positioned on thex
axis with zero orientation angle. The path of the robot is
depicted in Figure 4 and the resulting trajectories are given
in Figure 5. The initial conditions for the third case are
(x, y, θ) = (20, 10, π

2 ). Figure 6 shows that the vehicle
successfully reorients itself, avoids the obstacle and reaches
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Figure 4: Initial position :(x, y, θ) = (−20, 0, 0)

0 5 10 15 20 25 30
−20

−15

−10

−5

0

x

0 5 10 15 20 25 30
−5

0

5

10

y

0 5 10 15 20 25 30
−1

0

1

2

time

the
ta

Figure 5: Trajectories with initial conditions:(−20, 0, 0)

the desired configuration. The trajectories are depicted in
Figure 7. The fourth case the vehicle is initially posi-
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Figure 6: Initial position :(x, y, θ) = (20, 10, π
2 )

tioned behind the obstacle, at a configuration where con-
ventional potential field would exhibit a local minimum.
The robot starting from(x, y, θ) = (10,−20, −π

4 ) success-
fully reaches its destination. The path is given in Figure 8
and the corresponding trajectories in Figure 9. 9. The final
case concerns the singular case on the separating surfaceΓ.
In Figure 10 the path of the vehicle with initial conditions
(x, y, θ) = (0, 20, π

2 ) is given. It is clear that the separating
surface is repulsive. Figure 11 gives system’s trajectories.
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Figure 7: Trajectories with initial conditions:(20, 10, π
2 )
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5 Conclusion - Issues for Further Research

In this paper a methodology for nonholonomic mobile
robot motion planning and control in obstacle environ-
ments is presented. The approach can be readily extended
to multi body robots. Appropriately constructed poten-
tial functions are combined with discontinuous feedback to
provide fast navigation with guaranteed collision avoidance
and global asymptotic convergence. The method is appli-
cable to robots of arbitrary shape and is capable to yield
a feasible solution wherever such a solution exists. The
feedback nature and the simultaneous treatment of motion
planning and control makes the method efficient and ro-
bust. The nonholonomic controller designed is applicable
to unicycle-type mobile robots. The issue of possible cur-
vature constraints is not addressed. Current research direc-
tions include extension to multi-robot systems with articu-
lated mechanisms and considering the full dynamics.
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